
Practical Deep RL Implementation Techniques

CS 224R



Reminders

Today:

Wed next week:

Homework 1 due, Homework 2 out

Project proposal due



The Plan

Key learning goals:

• Practical Q learning implementation tricks

• Understanding the landscape of Q learning algorithms

Recap & finish Q learning

Q learning tricks

Case studies: games, robotics

Improving Q learning
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Value-Based RL
Reward = 1 if I can play it 
in a month, 0 otherwise
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Current 𝜋 𝐚2 𝐬 = 1

Value function: 𝑉𝜋 𝐬𝑡 = ?

Q function: 𝑄𝜋 𝐬𝑡 , 𝐚𝑡 = ?

Advantage function: 𝐴𝜋 𝐬𝑡, 𝐚𝑡 = ?

How can we improve the 
policy?



Slide adapted from Sergey Levine

Policy Iteration



Slide adapted from Sergey Levine

Value Iteration

approximates the new value!



Q learning

doesn’t require simulation of actions! 



Value-Based RL: Definitions

"how good is a state”

"how good is a state-action pair”

If you know 𝑄𝜋, you can use it to improve 𝜋.

For the optimal policy 𝜋⋆:

Bellman equation



Value-Based RL
Reward = 1 if I can play it 
in a month, 0 otherwise
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Current 𝜋 𝐚2 𝐬 = 1

Value function: 𝑉𝜋 𝐬𝑡 = ?

Q function: 𝑄𝜋 𝐬𝑡 , 𝐚𝑡 = ?

Q* function: 𝑄∗ 𝐬𝑡, 𝐚𝑡 = ?

Value* function: 𝑉∗ 𝐬𝑡 = ?



Fitted Q-iteration Algorithm

Slide adapted from Sergey Levine

Algorithm hyperparameters

Result: get a policy 𝜋(𝐚|𝐬) from arg𝑚𝑎𝑥
𝐚

𝑄𝜙(𝐬, 𝐚)

Important notes:
We can reuse data from previous policies!

using replay buffersan off-policy algorithm



Q learning animation

https://cs.stanford.edu/people/karpathy/reinforcejs/gridworld_td.html


Bellman equation:

Q-learning

Pros:
+ More sample efficient than on-policy methods
+ Can incorporate off-policy data (including a fully offline setting)
+ Can updates the policy even without seeing the reward
+ Relatively easy to parallelize

Cons:
- Lots of “tricks” to make it work
- Potentially could be harder to learn than just a policy
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Q-learning

Questions:
• Is this a gradient descent algorithm?
• Is this algorithm off or on policy?
• What could be potential problems with it?



Correlated samples in online Q-learning
- sequential states are strongly correlated

- target value is always changing



Solution: replay buffers

any policy will work! 

just load data from a buffer here

dataset of transitions

Fitted Q-iteration



Solution: replay buffers

dataset of transitions
(“replay buffer”)

off-policy
Q-learning

+ samples are no longer correlated

+ multiple samples in the batch (low-variance gradient)

but where does the data come from?

need to periodically feed the replay buffer…



Putting it together

K = 1 is common, though larger 
K more efficient

dataset of transitions
(“replay buffer”)

off-policy
Q-learning



Target Networks



What’s wrong?

use replay buffer

- sequential states are strongly correlated

- target value is always changing



Q-Learning and Regression

perfectly well-defined, stable regression

Moving targets!



Q-Learning with target networks

targets don’t change in inner loop!
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“Classic” deep Q-learning algorithm (DQN)

Mnih et al. ‘13
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Are the Q-values accurate?

As predicted Q increases, 
so does the return



Are the Q-values accurate?



Overestimation in Q-learning



Double Q-learning



Double Q-learning in practice



Multi-step returns

• Does it still work off-policy?



Q-learning with N-step returns

+ less biased target values when Q-values are inaccurate

+ typically faster learning, especially early on

- only actually correct when learning on-policy

• ignore the problem

• often works very well

• cut the trace – dynamically choose N to get only on-policy data

• works well when data mostly on-policy, and action space is small

• importance sampling

For more details, see: “Safe and efficient off-policy reinforcement learning.” Munos et al. ‘16



Aside: exploration with Q-learning

• Why could that be a bad idea?

• Epsilon greedy

• Why could that be a bad idea?



Simple practical tips for Q-learning

• Q-learning takes some care to stabilize

• Test on easy, reliable tasks first, make sure your implementation is 
correct

• Large replay buffers help improve stability

• Looks more like fitted Q-iteration

• It takes time, be patient – might be no better than random for a while

• Start with high exploration (epsilon) and gradually reduce

Slide partly borrowed from J. Schulman



Advanced tips for Q-learning

• Bellman error gradients can be big; clip gradients or use Huber 
loss

• Double Q-learning helps a lot in practice, simple and no 
downsides

• N-step returns also help a lot, but have some downsides

• Schedule exploration (high to low) and learning rates (high to 
low), Adam optimizer can help too

• Run multiple random seeds, it’s very inconsistent between runs

Slide partly borrowed from J. Schulman
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Example: Deep Q Learning (DQN) Applied to Atari

• Human-level control through 

deep RL, Mnih et. al, 2013 

• Uses target network 

and replay buffer

• One step back-up 

(no n-step returns)

• Became a popular 

benchmark since



Example: DQN



Example: Q-learning Applied to Robotics

Continuous action space?

Simple optimization algorithm -> 
Cross Entropy Method (CEM)



In-memory buffers

QT-Opt: Q-learning at Scale

Bellman updatersstored data from all 
past experiments

Training jobs

CEM optimization

QT-Opt: Kalashnikov et al. ‘18, Google BrainSlide adapted from D. Kalashnikov



QT-Opt: MDP Definition for Grasping

State: over the shoulder RGB camera image, no depth

Action: 4DOF pose change in Cartesian space + gripper control

Reward: binary reward at the end, if the object was lifted. Sparse. 
No shaping

Automatic success detection:

Slide adapted from D. Kalashnikov



QT-Opt: Setup and Results

7 robots collected 580k grasps Unseen test objects

96% test success rate!



Recap
Key learning goals:

• Practical Q learning implementation tricks

• Understanding the landscape of Q learning algorithms

Q learning implementation:

• Replay buffer & target networks

• Double Q-learning & n-step returns

Landscape of Q learning:

• Q learning w/ continuous actions

• Examples



Next

Any other way to learn a policy?

What about the dynamics of the environment?

Model-based RL


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 12
	Slide 13
	Slide 14: Fitted Q-iteration Algorithm
	Slide 15: Q learning animation
	Slide 16
	Slide 17
	Slide 18
	Slide 19: Correlated samples in online Q-learning
	Slide 20: Solution: replay buffers
	Slide 21: Solution: replay buffers
	Slide 22: Putting it together
	Slide 23: Target Networks
	Slide 24: What’s wrong?
	Slide 25: Q-Learning and Regression
	Slide 26: Q-Learning with target networks
	Slide 27: “Classic” deep Q-learning algorithm (DQN)
	Slide 28
	Slide 29: Are the Q-values accurate?
	Slide 30: Are the Q-values accurate?
	Slide 31: Overestimation in Q-learning
	Slide 32: Double Q-learning
	Slide 33: Double Q-learning in practice
	Slide 34: Multi-step returns
	Slide 35: Q-learning with N-step returns
	Slide 36: Aside: exploration with Q-learning
	Slide 37: Simple practical tips for Q-learning
	Slide 38: Advanced tips for Q-learning
	Slide 39
	Slide 40: Example: Deep Q Learning (DQN) Applied to Atari
	Slide 41: Example: DQN
	Slide 45: Example: Q-learning Applied to Robotics
	Slide 46: QT-Opt: Q-learning at Scale 
	Slide 47: QT-Opt: MDP Definition for Grasping
	Slide 48: QT-Opt: Setup and Results
	Slide 49
	Slide 50

