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Extended Abstract

Language models (LMs) face significant limitations in reasoning tasks when their context becomes
cluttered with irrelevant information. This can lead to chaotic reasoning traces and degraded perfor-
mance. Prior work has focused on memory-augmented architectures or prompting-based context
controlling mechanisms, but these approaches do not enable the model itself with the ability to
manage its own context. Our work addresses this gap by teaching models to explicitly clean their
context through learned behavior, enabling better control over their reasoning flow.

We propose a reinforcement learning framework where the model learns to issue a special <clean>
token that signals context cleaning and resets reasoning. This token provides a lightweight yet
effective mechanism for explicit backtracking. For this, we firstly curate an augmented supervised
fine-tuning dataset based on expert traces that include both productive and unproductive reasoning
paths. The model is fine-tuned to learn the core of these reasoning behaviors and when to clean its
context. Then, we further optimize the model using a modified REINFORCE Leave-One-Out (RLOO)
objective under a specialized context management pipeline that takes the context cleaning into account
effectively. This training setup distinguishes between single-shot answers and multi-phase responses
with optional context cleaning.

Using the Qwen-2.5 0.5B model and the Countdown dataset, we build a generation pipeline with a one-
shot cleaning interface. The model first generates a response (yy). If it issues a <clean> tag, a fresh
response (y;) is sampled in a cleared context. Our results show that the extension improves reasoning
performance across the board. On hard problems (those involving multiplication/division), accuracy
improves from 13.61% to 36.94%. Clean usage becomes more efficient after RL training—used less
frequently, but with higher average reward—indicating that the model learns not just how but also
when to clean.

Our results show that language models can learn to manage their own context by issuing a <clean>
token, leading to improved reasoning and more effective backtracking—without relying on external
memory systems. The method is simple and interpretable, yet achieves substantial gains in accuracy,
particularly on harder problems. While currently limited to single-use cleaning and no memory
retrieval, it lays the groundwork for more advanced context control. Future work will explore multi-
step cleaning and memory-aware strategies to support more complex reasoning. This represents a
step toward models that can monitor and repair their own reasoning processes.

Preprint. Under review.



Abstract

We introduce a reinforcement learning framework that teaches language models to
manage their own context by issuing a special <clean> token, enabling explicit
backtracking and improved reasoning without external memory systems. Unlike
prior approaches that rely on memory-augmented architectures or prompt-level
context control, our method trains models to learn when and how to clean their
context through supervised fine-tuning on curated expert traces, followed by a
modified REINFORCE Leave-One-Out (RLOO) optimization. Applied to the
Qwen-2.5 0.5B model on the Countdown dataset, our approach enables a one-
shot cleaning interface where models selectively reset their reasoning. This leads
to performance improvements, especially on harder problems, with accuracy on
such cases rising from 13.61% to 36.94%. For the other cases, this makes the
performance on-par with the default methods. The model also becomes more
judicious in its use of the <clean> token post-training, signaling an emergent
ability to self-monitor and manage its reasoning flow.

1 Introduction

1.1 Problem & Motivation

Advancements in language models, particularly in reasoning models [[OpenAl et al.| {2024} [DeepSeek/
Al et al.;,[2025]), have led to remarkable performance gains in mathematical reasoning tasks. However,
these reasoning models still have two major inherent limitations. Firstly, they often have a limited
context length, which restricts the extent to which a language model can reason about a problem.
Secondly, their ability to effectively use the information within their context window deteriorates
as the context length increases [Hosseini et al.| 2024, |An et al, [2024]]. In particular, models have
been observed to forget information contained in the middle sections of the context [Liu et al.,
2023|]. Notably, the performance of the language models degrades significantly with irrelevant
information present in the context [Shi et al., 2023} [Huang et al., 2025} |Chatziveroglou et al.|, |[2025].
Recently, |Gandhi et al.| [2025] have observed that four cognitive behaviors (verification, backtracking,
subgoal setting, and backward chaining) significantly improve a model’s ability to learn to reason
more effectively during RL training. However, the current literature largely overlooks the potential
accumulation of redundant information within the model’s context during reasoning, which may
degrade the quality of its outputs. We hypothesize that dynamic context management—specifically,
offloading irrelevant information from context and prioritizing the presence of relevant content in the
context window—can be facilitated by RL to enhance reasoning capabilities.

1.2 Proposed Extension

To address the problem of the accumulation of irrelevant information in context, we propose training
the model to issue a special <clean> token to clean its context. This can be seen as an explicit form of
backtracking, where, when the model makes a mistake or identifies an unproductive line of reasoning,
it removes the traces of incorrect reasoning from the context completely instead of resuming from
them. Crucially, we do not rely on external tools or memory interfaces. Instead, we train the model
to learn when and how to use this context-cleaning behavior as part of its internal decision-making
process. In the background section, we discuss a series of works that explore dynamic context
management. These typically implement it through agentic systems, where language models are not
trained to manage context themselves, but are instead prompted to interact with external managers.

1.3 Contributions
We summarize our contributions as follows:

* We curate an SFT dataset for teaching the model to issue special tokens that allow it to
dynamically manage its context (Section[3.2.1).

* We implement a reinforcement learning objective and a generation pipeline that enables our
model to leverage dynamic context management (Sections and[3.2.3).



In our experiments:

* We find that our method improves performance on the difficult examples compared to the
default project baseline (Section[d.3.T)).

* Comparing our method using SFT to the version using RL, we find that RL training reduces
the usage of clean, while improving performance on examples that still use clean (Section
4.3.2).

* We qualitatively assessed that the models we trained use the clean tokens as intended, and
we showcase example reasoning steps in Section[#.3.3]

2 Background

2.1 Related Works

Dynamic context management has been explored in the literature from several perspectives, including
incorporating memory systems with language models, designing agents that navigate text-based
environments, and applying context compression techniques.

LLM + Memory System. Previous works have explored dynamically managing a model’s context
by incorporating a language model with an external memory system. Several of these studies
emphasize the importance of structured memory, where memories are linked via a graph-like structure.
Xu et al.|[2025] introduce a graph-based memory system in which notes, composed of metadata and
embeddings, evolve through semantic linking. Similarly, Rasmussen et al.| [2025]] present a temporal
knowledge graph that maintains episode-wise and entity-centric subgraphs, facilitating long-term
reasoning over time. |Chhikara et al.| [2025] extract natural language facts from conversations to
incrementally build a vector-based memory and an optional knowledge graph (Mem0Og), supporting
long-term consistency in dialogue. Other works, such as MemGPT [Packer et al.,|2024], have focused
on hierarchical memory management. Notably, these approaches emphasize memory for multi-turn
conversations, but do not train the language model to improve its ability to dynamically manage its
context. The only work involving training is |Wei et al.| [[2025]], which trains a model to memorize its
past experiences, rather than teaching it how to manage context dynamically.

Context Compression Another direction for context management is compressing the current con-
text during reasoning. Mu et al.|[2024] proposed gisting, which trains models to replace long prompts
with compact learned embeddings that preserve performance while significantly reducing context
length. Zhang et al.|[2025] introduced LightThinker, a method that summarizes and discards interme-
diate reasoning steps on the fly, enabling efficient multi-step inference with minimal performance loss.
InftyThink [Yan et al., [2025]] demonstrated that iterative summarization can improve performance
under context constraints, though their use of a much larger summarizer model (7B/70B) than the
generator suggests that some gains may stem from improved reasoning rather than compression
alone.

Continual Learning in Text Environments. Dynamically managing the context has also been
the key for developing effecitive agents that can navigate text environments. Majumder et al.|[2023]]
introduces a continually learning agent framework designed to extract contextual information from
current episodes for future use, enabling cross-episode generalization in tasks like ScienceWorld
[Wang et al.,2022]]. Memory as a tool is increasingly operationalized through structured mechanisms.
Claude Plays Pokémon [claudeplayspokemon, 2025|] showcases how iterative summarization and an
update_memory tool enable agents to manage long contexts efficiently. [Suzgun et al.|[2025] treats
each problem as another episode in a text environment and learns from previously attempted question
to better solve the next ones.

2.2 A Unifying Framework for Dynamic Context Management

We aim to provide a unifying perspective on prior work with our dynamic context management
framework. The cognitive architectures [Sumers et al.,|2024] in the existing literature typically employ
a language model that interacts with an external memory system [Packer et al., 2024, |Chhikara et al.|
2025, Wei et al., 2025} | Xu et al.,[2025, Rasmussen et al., 2025} Suzgun et al.,|2025]]. These systems can
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Figure 1: Cognitive architecture for dynamic context management operated by the language model.
The language model selects actions that determine the transitions between states. The context manager
is a Python program that edits strings and manages the interface with external memory. External
memory serves as an information storage unit.

be conceptualized as finite context machines, which we define as a system that combines a language
model, a context manager, and an external memory module. This system allows the language model
to iteratively modify its context and interact with the memory via the context manager, curating its
context to facilitate the reasoning needed to produce the desired outputs for the current task. We
present our interpretation of such systems in Figure/[T]

2.3 Our Extension

In our project, inspired by this idea, we train a language model to dynamically remove information
from its context. As illustrated in the Figure [2] we allow the model to issue a <clean> token that
enables it to clean its context and start afresh. We train our model using reinforcement learning to
determine when to issue such clean tokens.

| Context :
} Manager :

<clean>

<answer>
S0 St ST

Figure 2: Basic version of the cognitive architecture for Finite Context Machine operated by the
Language Model in our work.

This represents a first step toward enabling models to dynamically manage their context, which
could further open up extensions for selective information removal which allows targeted deletion
of specific context snippets, and information recall, which stores removed information in external
memory for retrieval during later stages of reasoning.

3 Methodology

3.1 Default Project Setup

The goal of the default project setup is to teach language models to perform reasoning, including
the abilities to backtrack and search effectively. The training pipeline for this consists of two



stages: Supervised Fine-Tuning (SFT) and Reinforcement Learning, particularly REINFORCE with
Leave-one-out (RLOO)|Ahmadian et al.| [2024]).

Supervised Fine-Tuning (SFT): This stage leverages reasoning traces produced by a strong expert
model. These traces represent solutions that exhibit cognitive behaviors such as verification, back-
tracking, subgoal setting, and backward chaining [Gandhi et al.l|2025]]. Learning these behaviors
during the SFT stage facilitates more effective exploration and learning during RL training. For-
mally, for a given question x, the policy 7y is optimized to maximize the expected probability of an
expert-generated response y as follows:

lyl
max Ezyep m Zlog To(ye | T, y<t) (1)
t=1

Here, y is expected to be of the base format illustrated in the Figure [3] having the in-context
instructions for exhibiting the expected problem solving behaviors, and the structured generation
with thinking and answering blocks.

Reinforcement Learning (RLOO): After the SFT stage, the policy is transferred to the reinforcement
learning stage. Here, the model is exposed to a broader distribution of problems that have not been
seen before. Unlike SFT, there are no reasoning traces to learn from, instead only rewards scoring
the model’s final solution from the useful aspects such as correctness and formatting. By leveraging
this weak supervision, the model refines its behavior and learns to optimize the cumulative rewards,
which leads to a better policy.

The RLOO algorithm |Ahmadian et al.|[2024]] employed uses the policy to sample multiple com-
pletions for a given prompt, and assigns scores to these completions. Based on these, the rewards
are adjusted in a leave-one-out fashion, and are used to optimize the policy. Formally, for a given
question z, the algorithm utilizes the policy 7y to generate k responses: y1,...,yx ~ wo(- | ).
Given the reward assignment per response R(z, y;), the advantage per response is calculated in the
following format:

k
1
Ale,y) = | R(2,9:) = 37— ZR(%%‘) (@)
J#i
Using this advantage formulation, the following gradient is used for the optimization:
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This way, the policy is optimized in an unbiased manner with lower variance, increasing the likelihood
of responses with higher reward.

3.2 Extension

3.2.1 SFT Data Curation

Building on the expert traces used in the SFT stage, we further augment the data to encourage the
model not only to reason and search effectively, but also to manage its context by cleaning up its own
generations. For this, we augment the existing expert traces in the form illustrated in the Figure 3]

We begin by applying a post-processing script to standardize all traces into a consistent expected
structure shown in the base format of the Figure 3] This involves merging repeated <think> blocks
into a single reasoning segment and retaining only the final <answer> block, removing any earlier
answer attempts. Additionally, we discard any content generated outside the defined <think> or
<answer> blocks. These steps help create cleaner and more consistent traces by fixing the generation
artifacts of the expert model.

Next, we augment these traces in a targeted manner, as shown in the Figure |3| First, for all these
traces, we append instructions describing the clean operation and its usage. Then, for the traces
ending up with a correct final answer, we preserve the original <think> and <answer> blocks with
the goal of allowing the policy to learn the standard problem-solving behaviors without distraction
from the clean instructions. For the traces ending up with an incorrect final answer however, we
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Figure 3: Variants of instruction formatting using <think> and <answer> tags.

assume that they are unproductive, and modify them by inserting an indicator for cleaning right
before the end of the think block (e.g. a phrase like "the search is becoming confusing, so I should
clean my context"), and insert a special <clean> token right after <think> block, removing the
answer tag. This explicitly teaches the model to recognize and recover from flawed or unproductive
reasoning traces, and giving itself another chance to operate in a fresh context.

By using this simple dataset curation method, we apply SFT and teach the model both reasoning /
problem-solving behaviors and also explicit backtracking by issuing a clean instruction.

3.2.2 Context Management
While the extended SFT stage teaches the model the ability to use <clean> tags, we must define how
these instructions are handled during both inference and RLOO training. Based on the conceptual

pipeline illustrated in the Figure[I] we build the pipeline shown in Figure ] for our extension. This
version simplifies the conceptual framework by allowing the model to clean its context only once.

Figure 4: Two-stage generation with intermediate cleaning before final answer generation

To narrate, we first prompt the model with a question z, formatting instructions, and clean instructions.
We use this to sample an initial response from the model, 37, and send it to the context manager. The
context manager checks if the model has issued a <clean> tag, and if it has, then stores the response,
cleans the generations, removes the instructions on cleaning, and re-prompts the policy to generate the
next and final response y;. After a generation (y{ or y}), if the context manager detects an <answer>
tag in the response, the generations stop, and that answer is used to represent the solution to this
question from the policy. Moreover, after that, any generations for the current sample interaction are
stored to be utilized by the reinforcement learning stage to calculate the gradients.

3.2.3 Modified RLOO Formulation

We now describe how the RLOO formulation is modified under the context management mechanism
introduced in the previous section. Given a question z, let the model generate y9 ~ 7q(- | ) for the
ith response. Moreover, optionally, the model can may generate a follow-up response y; ~ (- | z)
in case the context manager detects a clean tag at the end of 4. Then, formally, the reward for this
interaction is defined as:

R(z,y}), ifyl #0
R(z,y?), otherwise

R(z,y),y}) = { 4

This ensures that the final chosen solution (either ¢! or y}) is the one being rewarded, matching the
context manager description in the previous section. Given this, the leave-one-out advantage for each
sample is computed as:

1
J#i



where k being the number of responses from the policy for the given question x. Then, we modify
the RLOO gradient to:

k
1 Vlog mo(y? | x) 1 Vlog mo(y} | x)
Az, vy, y; (Z“‘ﬂyi#@'l (6)
kHc; ( ) |y?| [ ] ;|

where k; = Zle L[y} # 0], indicating the number of times the policy cleans its context. Here, both
y? and y} share the same advantage value, since the final reward is determined by the outcome of
the complete trajectory. The gradients are computed for each segment separately and normalized by
their respective lengths with appropriate response masking. In case the model proceeds directly to
an answer, the learning signal is based only on the initial response v whereas the case of cleaning
and retrying backpropagates the cleaning signal through both ! (for learning when to clean) and y;}
(for learning how to respond after cleaning in a single attempt). This effectively and cleanly aims to
model different modes, ultimately teaching the model to use clean effectively by deciding when to
and when not to use, also adapt its response when the model cannot clean anymore.

4 Experiments

4.1 Setup

In our experiments, we target math reasoning task by using the Countdown dataset (Gandhi et al.
[2024;[2025]], and we initialize our policy with the Qwen-2.5 0.5B model. For both the default and
extension settings, we first train a model through supervised fine-tuning (SFT) by leveraging the expert
reasoning traces from|Gandhi et al.|[[2025]], then apply reinforcement learning (RLOO) |Ahmadian
et al.| [2024]] on top of the trained model. We conduct the SFT experiments for 20 epochs with a
learning rate of 2e-5, an effective batch size of 64, and a weight decay of 0.1. We apply a cosine
learning rate scheduler with 5% warmup steps and train using cross-entropy loss. We conduct RLOO
experiments for 700 total steps with a learning rate of 1e-6, an effective batch size of 16, and a weight
decay of 0.01. We sample 4 responses per prompt and focus only on their correctness, ignoring
formatting-related rewards when backpropagating gradients. For both the SFT and RLOO runs, we
cap the maximum gradient norm at 1 and allow the model to generate up to 1024 new tokens, with
temperature and top-p values set to 1. We evaluate SFT runs every 50 steps and RLOO runs every
10 steps on the milestone leaderboard validation set, keeping the model with the best validation
score. We score the generations by considering the formatting and correctness, rewarding 0.1 and 1.0
respectively for the satisfactory ones. During both evaluation and training in both settings, we apply
greedy decoding when generating responses.

4.2 Main Results

The evaluation results of the picked models are shared in tables[T]and [2] The results in Table|[l]
indicate that the extension RLOO run achieves the highest accuracy and score. Moreover, the
extension RLOO also achieves the best score for the hard questions whose final expressions contain
at least a division or multiplication operator. The extension models use significantly longer total
context lengths compared to the default models. Finally, RLOO improves on top of the SFT in both
default and extension setups. Table 2] on the other hand shows the evaluation results on the final
leaderboard dataset. These results indicate that the extension SFT model still achieves a noticeably
better performance compared to the default SFT model, while the extension RLOO model achieves
on-par performance. We also observe that the extension models have longer average completion
lengths compared to the default models, which aligns with the expectations from our extension that
the model can leverage a longer horizon of context by effectively cleaning its context when necessary.

4.3 Findings
4.3.1 Extension vs. Default

Figure [5]provides a detailed view of the improvements introduced by the extension setting on top of
the default. When comparing the accuracy and score metrics, we observe that the majority of the
gains come from the SFT stage, indicating that the extension contributes most during supervised



Default \ Extension
SFT RLOO | SFT RLOO
Accuracy 41.50 76.00 59.50 79.00
Score 47.00 77.10 62.65 80.25
Easy Score 54.33 90.18 70.98 89.76
Hard Score 13.61 17.50 24.72 36.94
Average Completion Length 916.56 676.22 1255.55 1117.95

Table 1: Comparison of results from Default and Extension methods on the milestone leaderboard
dataset. The dataset consists of 164 hard and 36 easy samples; hard samples include at least one
division or multiplication in the final expression.

Default \ Extension
SFT RLOO | SFT RLOO
Accuracy 23.60 49.30 29.20 49.80
Score 30.15 51.63 34.64 52.13
Average Completion Length 1066.50 1046.10 1551.75 1658.68

Table 2: Performance for the evaluations on the final dataset.

fine-tuning. Looking at the improvements across question difficulty, we see a similar pattern for
easy tasks as they mostly benefit during the SFT stage. In contrast, hard tasks show a different trend
as the RLOO stage contributes significantly more, which suggests that reinforcement learning is
especially helpful in improving performance on more difficult problems. For the final leaderboard
dataset improvements, we observe similar trends where the SFT stage dominates the improvements
by our extension.

Extension vs. Default: Improvements
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Figure 5: Comparison of extension vs. default results on the Milestone and Final leaderboard datasets

(%). The bars indicate the performance difference between extension and default models per run type
(SFT and RLOO).

4.3.2 Clean Usage

Figure [6] compares the usage rate of the <clean> token and the associated score when cleaning
is used, for both the Extension SFT and Extension RLOO model under the milestone and final
leaderboard datasets. We observe that in both datasets, the SFT model uses the <clean> token at a
higher rate than the RLOO model. Furthermore, the RLOO model achieves a higher average score



when cleaning is invoked compared to SFT. This indicates that the model refines and improves the
effectiveness of its <clean> token usage throughout the reinforcement learning training.

Milestone Leaderboard Final Leaderboard
0.35 0.45
<clean> usage rate
0.22
Score when cleaned i
0.33
0.0 01 02 03 04 05 0.0 01 02 03 0.4
Value Value

[ SFT  mmm RLOO|

Figure 6: Clean usage rate and the expected score when the mode cleans its context. We observe
that the model improves its usage of cleaning throughout the RL training by using it less and more
effectively.

4.3.3 Reasoning Samples

In this section, we present examples of reasoning traces from the final trained policy. Figure [7]
illustrates a typical chain-of-thought reasoning trace and a case where the model issues a <clean>
token. We observe that the model often enumerates its sequence of attempts while searching for the
correct expression and sometimes adds commentary on the results to guide its subsequent steps. These
observations highlight that the model effectively learns cognitive behaviors from the expert traces,
such as sub-goal setting and backtracking. Furthermore, when the model issues a <clean> token,
it typically precedes this with a phrase indicating that the current line of reasoning is unpromising.
These qualitative results suggest that the model has effectively learned a method of search and
problem-solving, along with a mechanism for managing its context by cleaning it when necessary,
due to the SFT and RLOO stages.

Let me analyze this step by step: After multiple attempts, I’m

1. First, let’s look for numbers having trouble reaching exactly
close to 68 or factors/multiples 55 with these numbers using only
that could help: the allowed operations. Let me try

cot one final approach:
4. Let’s try multiplication:

- 27 * 2 = 54 (close to 60) 12. Let’s try:

- Not very helpful - 63 /57 =~ 1.08 (not helpful)
5. New approach: _61+6=867

- 60 + 19 =79 (too high) - 67 - 6 = 61 (not 55)

- 60 - 27 = 33 (not helpful)

None of these attempts reach
exactly 55 as requested.

This works! Let’s verify: I realize my search is getting

60 + 27 = 87 confusing.

87 - .19 = 68 Let me reset and start fresh.
</think> </think>

<answer> (60 + 27) - 19 </answer> <clean>
[60, 27, 19] — 68 Example CoT [61, 63, 57] — 55 Example Cleaning

Figure 7: Examples of chain-of-thought with <think> and <answer> tags, and context reset via
<clean> tag.



5 Discussion

Our work, while demonstrating a novel mechanism for context management, has several limitations
that also highlight its broader implications and directions for future research.

Trade-off Between Persistence and Resetting. Training the model to decide when to clean intro-
duces a trade-off between continuing a difficult reasoning path and choosing to reset. In some cases,
this may lead the model to give up on problems that could still be solved with more steps, making it
less robust in challenging settings.

Loss of Information. Cleaning the context removes all previous content, which means the model
cannot use earlier attempts to guide future reasoning. This limits the opportunity to recover from
mistakes or build on partial progress. Future work could explore ways to summarize or retain useful
parts of earlier reasoning.

Limited Task Complexity. The benefits of context cleaning are likely to be more useful in tasks
with longer or more complex reasoning chains. In our experiments, many examples are short enough
that the gains from cleaning may be smaller than what could be achieved in other domains.

Single-Use Cleaning. For simplicity, we allow the model to clean its context at most once. While this
helps reduce complexity, it also limits the flexibility of the model. A more advanced system could
support multiple cleaning steps or selective removal of context, enabling better control in multi-stage
reasoning.

6 Conclusion

Overall, we propose a framework that enables models to explicitly backtrack by issuing a clean
token, enhancing the models’ ability to manage context effectively. Our setup extends a default
configuration by curating SFT data, applying a context manager to guide generation, and adapting
the RL formulation. Both quantitative and qualitative results demonstrate the effectiveness of our
approach. While we acknowledge areas for improvement, we also highlight future directions informed
by both the limitations and strengths of our work. In future research, we plan to explore training
models equipped with memory mechanisms that support read/write operations. This would enable
more advanced and dynamic context management, allowing models to maintain state, track previously
explored trajectories, and avoid revisiting unpromising ones. We believe a similar reinforcement
learning approach can be leveraged to support this behavior effectively.

10



7 Contributions

Below is a breakdown of the work done in the project.

Default:

* Implementing SFT objective using Qwen 2.5 0.5B Base: Batu, Hamza
* Implementing RLOO algorithm: Batu, Hamza

* Building verifier-based dataset loader for Countdown (format + verification reward): Batu,
Hamza

* Constructing prompts dataset for RLOO: Hannah

* Validating dataloader correctness and efficiency, and ensuring proper formatting: Hannah
Extension:

* Proposing the extension approach (ideation): Batu

* Augmenting existing expert traces used in the SFT stage to encourage the model to manage
its context by cleaning up its own generations: Hamza, Hannah

* Defining the modified RLOO formulation: Batu, Hamza

* Implementing the context manager for inference and RLOO: Hamza

* Validating extension model performance on the Countdown task: Batu, Hannah

* Conducting experiments to compare default and extension methods: Batu, Hannah

* Conducting experiments to compare performance improvement/reduction across datasets,
and usage rate of the <clean> token for SFT and RLOO models: Batu, Hamza

* Running experiments to produce reasoning samples demonstrating model reasoning process:
Batu, Hannah

* Clarifying limitations of current work and directions for future research: Batu
Logistics:

» Writing the project proposal: Batu, Hamza, Hannah

* Reviewing the literature to gather knowledge on relevant prior work: Batu, Hamza, Hannah
* Writing the milestone report: Batu, Hamza, Hannah

* Making the poster: Batu, Hamza, Hannah

* Presenting at the poster session: Batu, Hamza

* Writing the final report: Batu, Hamza, Hannah

* Doing the leaderboard submissions with initial checkpoints for countdown task and with

extension run: Hamza

Reason for adjustments from original breakdown proposed:

The allocation of tasks evolved naturally from the initial proposed breakdown simply due to the
iterative nature of the new-idea-developing process, where at any point, the person(s) who had the
capacity to step in to address emergent work or refine the scope based on intermediate findings did
SO.
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