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One-Page Extended Abstract

Instruction-following and mathematical reasoning are core capabilities for real-world LLM
applications, yet most alignment and reasoning advances target multi-billion–parameter
models. With this, we investigate whether a smaller model (Qwen 2.5 0.5 B) can achieve com-
petitive instruction following and math reasoning through a sequenced fine-tuning pipeline,
and whether off-policy replay can further improve sample efficiency in low-resource settings.

Our pipeline consists of three primary stages: (1) Supervised Fine-Tuning (SFT) to es-
tablish a stable base policy πref , (2) Direct Preference Optimization (DPO) to align outputs
with human preferences via a log-ratio objective, and (3) Reinforce Leave-One-Out (RLOO)
for arithmetic-task policy gradients. For UltraFeedback, we extended an off-policy replay
buffer of past preference tuples, replaying for extra DPO epochs.

We fine-tuned on UltraFeedback binarized preferences for Ultrafeedback, as well as Warm-
Start and Countdown Tasks 3 to 4 for countdwon. Quantitatively, UltraFeedback achieved
accuracies of 0.61 (poster) and 0.1125 (final), both above targets. On Countdown, RLOO
fine-tuning yielded a 0.325 win rate, surpassing the 0.30 goal at poster presentation.

We find that compact models can approach larger-scale performance when hyperparame-
ters are carefully tuned: lighter SFT schedules, lower DPO temperature, and smaller replay
buffers all improved results. Context length and buffer sequencing emerged as critical factors
for stability and sample efficiency.
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Abstract

Instruction-following and mathematical reasoning are critical for real-world LLM
applications, but most advances focus on very large models. In this work, we at-
tempt to do the same to a much smaller 0.5 B-parameter Qwen 2.5 model through a
three-stage fine-tuning pipeline—supervised fine-tuning (SFT), Direct Preference Op-
timization (DPO), and Reinforce Leave-One-Out (RLOO) for arithmetic-task. These
are extended by an off-policy replay buffer. We fine-tune on binarized UltraFeedback
preferences as well as WarmStart and Countdown Tasks, obtaining UltraFeedback ac-
curacies of 0.61 (poster evaluation) and 0.1125 (final evaluation), and a 0.325 win rate
on Countdown—each exceeding their respective targets. We find that lighter SFT
schedules, lower DPO temperatures, smaller replay buffers, and careful control of con-
text length and buffer sequencing are key achieving better results. This demonstrates
the importance of hyperparameter design especially in more compact models.

1 Introduction

LLMs have demonstrated capabilities across a range of natural language processing tasks.
However, enabling reliable instruction-following and robust mathematical reasoning remains
a key challenge, especially when model size is constrained. While recent advances have sub-
stantially improved alignment and reasoning in multi-billion–parameter backbones, smaller
models often lag behind, limiting their usefulness in resource-constrained deployments. In-
struction following, the ability of an LLM to interpret and execute a user’s natural-language
directive—is critical for real-world applications. Similarly, math reasoning underpins tasks
like arithmetic word problems and symbolic manipulation.

In this paper, we ask the research question if we can close the instruction-following and
math-reasoning gap in a 0.5 B–parameter LLM by applying a carefully sequenced pipeline
of fine-tuning methods. To answer this, we adopt Qwen 2.5 0.5 B as our base model and
perform three successive stages:

1. Supervised Fine-Tuning (SFT) on instruction-and-reasoning datasets;

2. Direct Preference Optimization (DPO) using binary preference labels between model
responses [5];

3. Reinforce Leave-One-Out (RLOO) [1] for on-policy policy-gradient updates, as in the
Countdown framework [4].

Additionally, for our UltraFeedback extension we integrate an off-policy replay buffer to
amortize feedback data and improve sample efficiency [3].

2 Related Work

Off-policy replay buffers have been used in reinforcement learning to boost sample efficiency
by reusing past trajectories. In the context of LLM fine-tuning, replay can in principle reduce
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reliance on costly human preference data, particularly in low-resource settings. However, ex-
isting LLM-focused methods employing off-policy replay are seldom validated below 7 B
parameters [2, 6, 7], leaving open important questions about buffer design and importance-
weight schedules to name a few.

Tang et al. [7] propose a single algorithm that treats on- and off-policy LLM trajectories
identically, using importance weights to correct for distributional shift. Their experiments,
however, are limited to PaLM models of 7 B parameters and above, and how buffer size or
weight-clipping schedules affect convergence on smaller models reamins a gap to be explored.

Bartoldson et al. [2] decouple exploration and learning via an asynchronous actor–learner
setup, achieving very high throughput on 13 B+ models. While they report wall-clock
speedups, analysis of sample efficiency or performance under constrained feedback budgets
were not complete.

Le Roux et al. [6] introduce a hand-tuned schedule for clipping importance weights in off-
policy REINFORCE, stabilizing training on summarization benchmarks. This fixed clipping
rule has only been tested on static data distributions.

In contrast to these large-scale studies, we investigate how replay-buffer interact during
sequential fine-tuning on a 0.5 B-parameter model, focusing on the gap in the low-parameter
regime.

3 Method

We train our 0.5B–parameter LLM via three sequential stages of Supervised Fine-Tuning,
Direct Preference Optimization, and Reinforce Leave-One-Out. All three stages were utilized
in training for countdown while the extension of off-policy replay-buffer was utilized after
DPO in ultrafeedback.

Let πθ(y | x) be our fine-tuned policy and πref(y | x) the SFT model used as reference.

Supervised Fine-Tuning (SFT). Minimize the cross-entropy on instruction–reasoning
pairs (x, y)∼DSFT:

LSFT(θ) = −E(x,y)

T∑
t=1

log πθ(yt | x, y<t).

In the original setup 5 epochs were chosen with a batch size 16, and lr 3×10−5. The rationale
for this choice is to provides a stable prior for downstream preference updates.

Direct Preference Optimization (DPO). Given binary preference triples (x, y+, y−)∼
Dpref , define the log-ratio

rθ(x, y) = log πθ(y | x)− log πref(y | x).
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Optimize the DPO objective:

LDPO(θ) = −E
[
log σ

(
β
[
rθ(x, y

+)− rθ(x, y
−)
])]

.

In the original setup β = 0.1 was chosen and the model was trained for 2 epochs only on
pairs with ∆r ≥ 2. The rationale behind this part of the sequence is to align the policy to
prefer human-approved responses.

Off-Policy Replay Buffer (UltraFeedback). Maintain a buffer B of up to N = 20 000
past (x, y+, y−). During replay, draw mini-batches from B and optimize LDPO for Ereplay = 2
extra epochs. The rationale behind this is to reuse costly feedback to boost sample efficiency.

Reinforce Leave-One-Out (RLOO). For each prompt x, sample K = 4 candidates
yi ∼ πθ, score each via a rule-based verifier r(yi), and estimate:

∇θJ(θ) ≈
1

K

K∑
i=1

(
r(yi)− 1

K−1

∑
j ̸=i

r(yj)
)
∇θ log πθ(yi | x).

The setup for this is to train for 10 epochs at lr 2× 10−5. The rationale behind this stage is
that it would provides a low-variance policy-gradient update for arithmetic reasoning.

4 Experimental Setup

In the UltraFeedback experiments, we fine-tuned Qwen 2.5 0.5 B on the Ultrafeedback Bi-
narized dataset of binary preference pairs. We began with supervised fine-tuning for three
epochs (batch size 16, learning rate 3 × 10−5) using a cross-entropy next-token objective
on (prompt, preferred response) pairs. Next, we applied Direct Preference Optimization for
one epoch (β = 0.1), restricting to examples whose reward-score difference was at least 2.
To improve sample efficiency, we constructed an off-policy replay buffer of size 20 000 and
replayed from it for two additional DPO epochs.

For the Countdown task, we used the Countdown Tasks 3to4 arithmetic-puzzle dataset.
We warm-started with supervised fine-tuning on the WarmStart set for ten epochs (learning
rate 2 × 10−5). We then sampled two candidate responses per prompt, scored them with a
rule-based verifier, and fine-tuned for ten epochs under the DPO loss (β = 0.1). Finally, we
ran on-policy Reinforce Leave-One-Out updates by sampling four candidate solutions per
prompt and computing leave-one-out policy gradients for ten epochs.

After the poster session, our final submission incorporated the following adjustments based
on results of other groups: SFT epochs were reduced from five to three; the DPO β was
lowered from 0.1 to 0.01; UltraFeedback DPO training was cut from two epochs to one; and
the replay buffer size was shrunk from 20 000 to 1 000.
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4.1 Quantitative Evaluation

Poster Submission. On the UltraFeedback benchmark, our pipeline of SFT → DPO
achieves a waccuracy of 0.61, well above the 0.30 target. Introducing the off-policy replay
extension yields a slightly lower accuracy of 0.54. On the Countdown arithmetic task, the
final puzzle win rate is 0.325, surpassing the 0.30 threshold.

Final Submission. With our refined RL settings, UltraFeedback achieves 0.1125, exceed-
ing the 0.10 target. The off-policy replay extension yields 0.1050, also above 0.10.

Condition Poster Final

UltraFeedback 0.61 0.1125
Off-Policy Replay Extension 0.54 0.1050
Countdown 0.325 —

4.2 Qualitative Analysis

We examine two representative cases to illustrate model behavior on UltraFeedback tasks.

Figure 1: Example A: The JSON prompt requests a Hindi→Bengali translation without
omissions or additions, and the model correctly produces the expected Bengali sentence,
demonstrating accurate language-pair handling.

5 Discussion

Our results reveal that context length critically affects UltraFeedback performance: too short
(256 tokens) leads to truncation, while too long (1 024 tokens) induces repetition. On Count-
down, the model handles addition and bracketed backtracking well but rarely solves division
puzzles, and a custom parser was essential to extract correct answers from free-form text.

Additionally, poster session feedback from other groups showed that lighter fine-tuning (fewer
SFT epochs, smaller β, smaller buffer) often outperforms heavier schedules, motivating our
final hyperparameter adjustments.
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Figure 2: Example B: XML parsing and visualization code. The model produces a complete
Python snippet using xml.etree and matplotlib, demonstrating capability on structured-
data tasks.

6 Conclusion

We have constructed of a sequenced fine-tuning pipeline—combining supervised fine-tuning
(SFT), direct preference optimization (DPO), and on-policy Reinforce Leave-One-Out (RLOO)
for the tasks of instruction-following and math-reasoning in a 0.5B–parameter LLM. On the
UltraFeedback benchmark, SFT→DPO achieved a 0.61 accuracy (poster) and 0.1125 (final),
both surpassing our targets. On the Countdown puzzles, RLOO fine-tuning resulted in suc-
cess rates above the 0.30 threshold.

Crucially, poster-session feedback revealed that lighter SFT schedules, reduced DPO tem-
perature, and smaller replay buffers often outperformed heavier settings, underscoring the
importance of hyperparameter calibration in low-parameter regimes. Looking forward, we
could potentially investigate adaptive curriculum learning and dynamic buffer management
to further boost sample efficiency and stability.
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