
Extended Abstract

Motivation Current LLMs still struggle with logical reasoning related tasks as these tasks demand
accuracy on a granular individual step level. Traditional solutions for these problems involve fine-
tuning models which require access to model weights and significant computational resources.
Test-time compute scaling methods like sampling and prompt revisioning offer an alternative low
barrier approach that help increase accuracy. However, sampling methods like best-of-n suffer from
false-positive issues where individual predictions cannot be relied upon while revisioning methods
like traditional Chain-of-Thought (CoT) can have prompt bloat where the prompts contain redundant
and duplicated information.

Method This work investigates a novel test-time compute scaling modification to the Chain-of-
Thought (CoT) verification revisioning methodology involving precomputation and optimization
to help address these problems. In the approach, the information garnered from each subsequent
inference is aggregated and deduplicated to keep prompt size to a minimum. Additionally, precom-
putations are done and injected into the initial prompt which can be used by the model to prevent
hallucinations and inaccuracies. The Countdown task (Gandhi et al., 2024) is used as a case study
for this investigation which involves creating an equation using a list of numbers that evaluates to a
target value using the +, -, *, and / operators. Each number provided has to be used exactly once and
no other numbers may be used. Two baselines are explored in this work: Supervised Fine-tuning
(SFT) and REINFORCE Leave One Out (RLOO) models. CoT revisioning based inference is run on
these baseline models based around precomputation, extraction, verification, and deductions. As part
of these four phases, model generations are analyzed, fixed, and the byproducts are kept track of in
an oracle which are then fed into a revised prompt.

Implementation Qwen 2.5 0.5B is used as the base model for this work. SFT finetuning is done
using the warmstart dataset (Gandhi et al., 2025) which consists of 1000 query and completions.
RLOO is trained using 5000 examples from Countdown dataset which contains input numbers and
the target value. 1000 Countdown problems are used as the validation set and the two stage reward
score from Pan et al. (2025) is used to calculate the average reward score. A 1.0 score is given to
examples with correct responses, and a 0.1 score is given to incorrect responses that have the correct
format. The final best SFT and RLOO models were chosen based on the validation score after which
optimized CoT was run on both to measure the performance differential.

Results The RLOO baseline model outperformed the baseline SFT model (0.397 vs. 0.274 average
validation reward score). The modified CoT demonstrated substantial improvements to the perfor-
mance of both RLOO and SFT for Countdown - increasing the validation score by 131% for SFT
model inference and 72% for RLOO model inference. Additionally, inference costs increased by
2.55x on average for succcessful evaluations when running modified CoT inference.

Discussion While optimized CoT showed substantial results for the Countdown task, there were
limitations in conveying more complex reasoning across iterations mainly owing to the fact that more
sophisticated deduction mechanisms would be necessary to extract the insights. Additionally, there
was still some inability in guiding the inferences towards unexplored sample spaces and avoid some
of the "logical flows" from the previous inferences. As far as extending this method to other problems
goes, the Countdown task allowed for extraction and deduplication of computations. Other tasks
may require more complex strategies for identifying and storing useful intermediate step information.
Nevertheless, this work serves as a good reference starting point for implementing optimized CoT in
other domains.

Conclusion CoT test time compute scaling is a more accessible way for substantial accuracy
improvements on logical deduction related tasks.The results indicate that models with varying levels
of performance and accuracy can all get significant benefit with optimized CoT. There is a lot of
potential for this work to go even further. An interesting avenue to explore could be to create a
dataset based on CoT responses by a stronger LLM model which could then be used as a dataset for
finetuning models. These methods will drive reducing dependency on the LLM’s intrinsic capabilities
and allow for more control, leading to higher accuracies on such logical reasoning tasks with more
robustness.
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Abstract

Current LLMs still struggle with logical reasoning related tasks as these tasks
demand accuracy on a granular individual step level. Traditional solutions for
these problems involve fine-tuning models which require access to model weights
and significant computational resources. Test-time compute scaling methods like
sampling and prompt revisioning offer an alternative low barrier approach that help
increase accuracy. However, sampling methods like best-of-n suffer from false-
positive issues where individual predictions cannot be relied upon while revisioning
methods like Chain-of-Thought (CoT) can have prompt bloat where the prompts
contain redundant and duplicated information. In this work, a new optimized CoT
methodology is proposed that takes advantage of precomputation and integrates
verification of intermediate reasoning steps while minimizing prompt redundancy,
enhancing both interpretability and final accuracy. Applied to the Countdown task,
this method demonstrates substantial improvements - increasing the validation
score by 131% for baseline SFT model inference and 72% for traditional RLOO
model inference. While optimized CoT-based inference has a trade-off in the
form of increased inference time (around 2.55× slower on average), our findings
show that it is a practical and effective post-training strategy for improving logical
reasoning in LLMs in a more cost-effective way that requires less specialized ML
knowledge.

1 Introduction

Logical reasoning related tasks remain one of the most prominent challenges for even the most
recent, state-of-the-art LLMs. This difficulty arises from the need for high accuracy and precision
across multiple steps which can not be accounted for with just general knowledge. The inherence
mechanism of LLMs which predict most likely next tokens becomes a hindrance in effectively
solving these problems. Often, an approach to help address these issues is to finetune the underlying
model with large amounts of training data. However, the problem is that this requires access to the
underlying weights of the models and fine-tuning models is a pain-staking process that requires
a specialized background on machine learning and is generally expensive requiring large scale
computation. Additionally, fine-tuning requires the creation of well-curated datasets for effective
training.

There is an alternative to model fine-tuning which is to have multiple passes at test time inference
without altering the model weights. These methods typically involve multiple inference passes and
aggregate the outputs to get a final result. This includes techniques like best of n where n candidates
are generated and the best inference is chosen. The problem with these sorts of methods is that it
requires having the ability to be able to determine which result is better from another which can also
require some additional effort and insight.
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Other approaches look to run multiple iterations sequentially instead of in parallel like Chain-of-
Thought, which look to revise instructions by verifying and fixing the intermediate steps and passing
the corrected input into the model. This allows models to correct mistakes and use past experience
for higher accuracy. However, there are some problems with the vanilla Chain-of-Thought - there can
quickly be prompt bloat with too much extraneous and redundant information being carried over to
the next iteration which can lead to more accuracy issues as a result of longer contexts.

This project explores a refined Chain-of-Thought (CoT) revisioning methodology with two main
goals:

1. Optimize the information retained between iterations to keep the prompt size to a minimum.

2. Precompute any information to give the model a reference to prevent hallucinations and
inaccuracies.

In this method, the model’s intermediate reasoning is individually verified for correctness which is
then stored off into an oracle with duplication checks. The oracle is then used to revise and improve
the model’s inference while reducing redundancy. This process not only aims to increase the accuracy
of intermediate steps but also improves the interpretability and robustness of the final output for every
single inference.

The Countdown task (Gandhi et al., 2024) is used as a case study for this work. The Countdown task
involves creating an equation using a list of numbers that evaluates to a target value using the +, -, *,
and / operators. Each number provided has to be used exactly once. No other numbers may be used.

By focusing on post-training improvements, this project explores a more computationally efficient
alternative to full model fine-tuning, offering a promising direction for more performant LLMs for a
variety of use cases outside the scope of what was used to train the LLM initially.

2 Related Work

Recent advances in LLM performance have been significantly driven by inference time scaling
exemplified by models like DeepSeek R1 (DeepSeek-AI et al., 2025). Snell et al. (2024) classifies such
methods into two broad categories. The first category consists of approaches that modify the proposal
distribution via modifying the input prompt through sequential inferences - CoT being a prime
example. The second category consists of verifier function based approaches, where multiple samples
are generated and ranked in order to pick the best response. While both of these paradigms have been
explored independently in numerous works, there has been limited investigation into combining the
two. This project seeks to bridge the gap by integrating verification into intermediate outputs
and using insights on those to guide and revise subsequent inference steps.

There have been several studies that have explored verifier and CoT approaches in the context of
natural language math problems. Cobbe et al. (2021) evaluated both finetuning and verifier methods
on the GSM8K grade school math natural language problems dataset. Their approach involved
generating multiple completions, ranking them using a verifier model, and selecting the top scoring
completion. A notable finding of this work was that verification scaled more effectively than a
finetuning baseline with increased data. Separately, Wang et al. (2023) proposed a self-consistency
methodology for CoT that was explored for arithmetic and commonsense reasoning benchmarks
that instead of greedily decoding samples, also generated various samples and then picked the most
consistent answer. However, both of these works focus on verifying the final result or the entire
reasoning for ranking and selection which leads to more flakiness for the intermediate steps and more
false positives. Additionally, using best of n leads to less confidence for single predictions while also
requiring functions to be able to rank the many samples.This work looks to make single prediction
chain more robust without the need to generate multiple samples by being able to garner all
the information learnt from past passes. Additionally, other CoT approaches focus mainly on
correcting and continuing the train of thought. This is not fully efficient and can lead to prompt
bloat, introducing repetitive or irrelevant content that harms efficiency and model focus. In this work,
information is extracted and condensed before being passed forward with a more optimized
prompt.
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3 Method

3.1 Baselines

We evaluate our approach on two widely used learning strategies: Supervised Fine-Tuning (SFT) and
REINFORCE Leave-One-Out (RLOO) which is a popular fine-tuning method.

3.1.1 Supervised Fine-Tuning (SFT)

SFT uses a labeled training set to maximize the likelihood of completion y given query x. Training
objective optimized over queries x and completions y. SFT optimizes the following objective function:

max
θ

Ex,y∈D

|y|∑
t=1

log πθ(yt|x, y<t) (1)

Here πθ is the model’s output distribution parameterized by θ and the loss for SFT is computed using
the token-wise log probabilities across the entirety of completion y while ignoring pad tokens. The
log-probabilities are computed using the softmax activation on the model’s logits at each timestep,
and gradients are backpropagated through the sequence so that higher probabilities are assigned to
correct tokens for the generation.

3.1.2 REINFORCE Leave One-Out (RLOO)

RLOO is a policy gradient estimator where multiple samples are generated using the policy and
the weighted average is taken based on the rewards of the generations to reduce the variance of the
samples overall based on a leave one out baseline. This is the RLOO objective per prompt with K
generations:

1

K

K∑
i=1

ri −
1

K − 1

∑
j ̸=i

rj

 log πθ(yi | x) (2)

The loss for RLOO is calculated as follows:

1. Using the current RLOO policy, K samples are generated and the rewards are computed on
each sample.

2. The original prompt is concatenated to these generations and a forward pass is done on the
RLOO policy.

3. The log probabilities are calculated only on the output tokens and not the input tokens or
padding.

4. The mean of the log probabilities is taken per sample generation and a weighted average is
done using the reward multipliers and the log probs across the K generations to get the final
RLOO loss.

3.2 Chain of Thought (CoT) Revisioning for SFT and RLOO

Both SFT and RLOO are augmented with CoT test time inference scaling. This is the overall
algorithm for CoT revisioning with precompute as visualized in fig. 1:

1. Precomputation For each prompt, some preliminary calculations are done between the
numbers using the +,-,*,/ operators. The results of those operations are stored in an oracle.

2. The oracle is fed into the prompt and passed into the model.

3. Verification and Extraction After sampling generation from the model, the overall reward
for that generation is computed. If reward is 1.0, the process stops. Otherwise, all the
equations in the model generation are extracted and verified / fixed.

4. Deductions Deductions are done on wrong responses and fed into the prompt.
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Figure 1: CoT architecture utilizing precomputation, verification, extraction, and deductions to
augment the prompt with multiple iterations

5. Prompt Modification The updated oracle and the deductions garnered are fed into a new
revised prompt.

6. Repeat Steps 3-5.

Each component is described in more detail below.

3.2.1 Oracle and Precomputation

We have the concept of an oracle which stores all preliminary results. For simplicity, only results
consisting of 2 numbers and the +, -, *, and / operators are used. Each element in the oracle consists
of an operator and 2 numbers along with the result of using the operator between the 2 numbers and
an optional note. This storage structure allows for easy deduplication of all the equations. For this
work, that allows optimizations on the same equations not being stored twice. For example, operators
like + and * which are cumulative operations would not have both num2 + num1 and num2 + num1
stored.

During the precomputation phase, for all combinations of the input numbers, computations are
performed using the four operators and stored into the oracle. Division operators are only stored if
the result is an integer. If the result from an operation is the target or a factor/multiple of the target, a
special note is stored with the operation which is then also injected into the prompt.

Precomputation is useful because it allows the model to reference calculations instead of generating
them which is very vulnerable to mistakes as LLMs don’t actually perform calculations but just
predict tokens. An example of precomputation for a problem with nums [2,3, 1] and target 5 would
be "operator": "+", "num1":2, "num2":3, "result": 5, "note": "This is equal to the target!" which
would be input to the prompt as "2 + 3 = 5 (This is equal to the target!)"

3.2.2 Extraction and Verification

After model generation on the initial prompt, complicated regex matching is used to garner all the
equations present in the model response. Only equations with the format "num1 <operator> num2
= <result>" are gathered to only provide simple calculations to the model and avoid noise in the
reference data. These equations are then verified and fixed. So for example, a hallucinated calculation
like 128 / 32 = 8 would then be fixed to 128 / 32 = 4 and then stored into the oracle while avoiding
duplication which allows the subsequent prompt to not be overblown in length.

3.2.3 Deduction

Deductions are made on the final expression returned by the model for each iteration. There are four
kinds of feedback provided:

• Unused numbers If any number from the input is not present in the output expression.
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• Numbers used multiple times If a number from the input is used more times than it shows
up in the input.

• Invalid numbers If a number from outside the input shows up in the output expression.
• Wrong result When the evaluation of the submitted expression does not equal the target.

The model is also instructed to not return the same expression again. One thing to note is that only
the answer from the previous iteration and its corresponding deductions are injected into the prompt
to keep the prompt length small.

3.2.4 Prompt Modification

All the data points in the oracle are then provided to the prompt as reference calculations along with
instructions to reuse calculations along with the deduction based feedback. The main problem is also
re-referenced to keep the inference tied to the original problem and prevent further hallucinations.
The overall format of a revised prompt is as follows:

"A conversation between User and Assistant. The user asks a question, and
the Assistant solves it...
CALCULATIONS FOR REFERENCE:
....
User: Using the numbers {nums}, create an equation that equals {target}.
Use above calculations as reference do not redo same computations....
You previously submitted {Previous Wrong Answer} which is incorrect (DON’T
SUBMIT THIS AGAIN)
<MODEL RESPONSE>

4 Experimental Setup

Qwen 2.5 0.5B was used as the base model. For all experiments, a validation set of 1000 Countdown
problems was used. The two stage reward score from Pan et al. (2025) was used to calculate the
average reward score on the validation set. A 1.0 score is given to examples with correct responses,
and a 0.1 score is given to incorrect responses that have the correct format. For model generations,
the prompt was tokenized to a length of 256, and generations were limited to 1024 tokens. A top k
value of 20, a top p value of 0.95, and a temperature value of 0.7 was used for the generations for
both validation and RLOO training.

• SFT The training set consisted of the warmstart dataset (Gandhi et al., 2025) which consists
of 1000 prompts and completions. A learning rate of 1e-6 was used with the AdamW
optimizer and training was run for ~20 epochs. The validation score was calculated after
each epoch.

• RLOO The training was done on the Countdown dataset (consists of nums and a target
number) with a training set of 5000 points for 1 epoch. A learning rate 1e-6 was used
with the AdamW optimizer. 16 generations were done per prompt. Gradient accumulation
was done such that model weights were updated every 32 prompts X 16 generations. The
validation score was calculated every 10 gradient steps.

• CoT Based Inference A max of 10 iterations of CoT revisioning were run on each prompt.

5 Results

5.1 Training - SFT and RLOO

Figs. 2 and 3 show the training curves for both SFT and RLOO. We can see the training for
both SFT and RLOO was quite noisy and that the validation accuracy fell sharply after just a few
steps. SFT training loss trended downwards but the validation score started to decrease due to
overfitting. However, an interesting aspect of RLOO training was that the training loss started to
drop as well. There could be several reasons for this - overfitting, distribution shift in the prompts,
general high variance in RLOO training. The final model chosen for both SFT and RLOO was the
one corresponding to the highest validation score.
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Figure 2: SFT training loss and validation score

Figure 3: RLOO training and validation rewards

5.2 Quantitative Evaluation

Table 1: Performance Comparison of SFT and RLOO with and without Chain-of-Thought (CoT)

Method Validation Score Avg. Success Num Passes

SFT 0.274 1
SFT with CoT 0.584 2.89
RLOO 0.397 1
RLOO with CoT 0.686 2.22

Table 1 shows the comparison of SFT and RLOO methods with and without CoT revisioning. We see
that baseline RLOO outperforms SFT by a score of 12.3%. Additionally, we can see that CoT gives a
huge boost in performance. We see that CoT improved performance by 131% for SFT and 72%
for RLOO. However, we see that CoT took 2.89 and 2.22 passes on average for SFT and RLOO
compared to a single pass on the baseline models to get to the correct response.
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Figure 4: Step Counts for Success Evaluations for SFT and RLOO

From fig. 4 we see the distribution for the number of steps needed for successful expressions. We
see that the the accuracy of the base model contributes greatly to the accuracy of the "first pass" of
the model. However, we see that post the first pass, the number of problems solved correctly are
equal in number across SFT and RLOO. Analyzing further, we see that for SFT 341 out of the 538
(63%) total successes come after the first pass while for RLOO 307 out of the 651 total successes
(47%) come after the first pass. This is in line with expectations as the worse the underlying model
is, the more benefit that model will get from CoT. A counter-intuitive result though was that the
first pass accuracy with CoT was equal to or lower than the base SFT and RLOO models meaning
that the precomputations supplied to the model did not lead to benefits on the first turn. This also
indicates that there is more benefit from using the deduction step in tandem with the precompute
step as that allows the model to build upon its previous attempts in a more deterministic way. The
feedback provided to the model gives input on the exact areas that are incorrect like numbers not
being present or numbers being multiple times which can be used as an effective starting direction.

5.3 Qualitative Analysis

5.3.1 SFT vs. RLOO

The reason RLOO outperforms SFT on the Countdown task is related to the underlying training
algorithms. SFT tries to mimic the examples in the training set. That is problematic for the Countdown
task because the warmstart dataset used to train SFT has numerous examples that have wrong answers
and hallucinated reasoning. SFT does not use any insights on how good or accurate the response
actually is as it does not incorporate any reward functions for its loss calculations. Finally, SFT
is more prone to overfitting due to the limited number of 1000 training examples which impacts
generalization.

A component that gives RLOO an advantage for the Countdown task is reward weighting. More
accurate sample generations are given more weight during RLOO training. Not all samples generated
from the RLOO policy solve the problem correctly - there is a huge variance at the start of the training
but the RLOO algorithm is able to bias towards better responses.

5.3.2 Non-CoT vs. CoT

This is an example of how CoT revisioning helps amend the subsequent answers from the model:
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For problem with nums [42, 34, 65, 76] and target 65:

1. First pass solution: (42 - 76) + 34
2. Feedback provided back to prompt - "This expression does not use 65 ... This expression is

equal to 0 which is not equal to the target we want which is 65."
3. Second pass solution: (((42 - 76) + 34) - ((65 - (42 - 76))))
4. Feedback provided back to prompt - "This expression uses the numbers 42,76 more than

once, You should only use numbers from [42, 34, 65, 76] exactly once ... This expression is
equal to -99 which is not equal to the target we want which is 65"

5. Third pass solution: ((42 - 76) + 34) + 65 (Correct)

We can see how the next iteration directly builds upon the previous iteration. The final solution
directly addresses the feedback from the previous turn. Looking at the prompt for the third iteration,
verbiage indicating the same is present before the final answer is output: "This uses each number
only once and is equal to the target!".

Another interesting benefit seen from CoT is that the reasoning capabilities improve greatly per step.
With non-CoT in a lot of examples it would just directly output the final answer after just a few
computations with no evidence presented for the final expression. However, for the CoT steps after
the first one, the logic would start with some reasoning relating to how to fix the deduction feedback
provided as part of the prompt. CoT keeps the inference grounded and makes sure that the original
problem is not lost due to the feedback that keeps reinforcing the problem.

6 Discussion

The most challenging part of the project was getting the training done for the RLOO model which
took ~15-24 hours for each iteration which made it hard to run more experiments and finetune the
hyperparameters. Additionally, the difficulty of the algorithm itself led to multiple iterations needed
to finish the implementation.

Another major challenge involved extracting and revisioning the prompt for CoT. There is a lot of
variance in model responses and for CoT to be functional, there needed to be handling around a
variety of edge case scenarios (like dividing by 0 or making sure factor/multiples of 1 were not
injected into the prompt).

While the work in the project has demonstrated great results from using CoT - there were some
limitations that prevented from conveying more complex ideas and inject more information into
subsequent inferences. For example, instead of just giving access to reference calculations, directions
can be provided on the actual "logical paths" taken before to take uncovered paths rather than redo
some of the same logical paths as before. However, that would require more substantial deduction
mechanisms based on past computations. Additionally, the oracle for this work consisted mainly of
simple calculations between 2 numbers but there could have been bigger benefits from storing away
more complex equations in an optimized fashion.

As far as extending this method to other problems outside Countdown goes, this project benefited
from Countdown involving simple computations which could be easily captured and de-duplicated
from the model response. Other problems would not have such an easy to extract structure which
would require more thought into what to store for subsequent revisions and the most effective way to
store those would be. However, this work does serve as a starting reference point for designing more
optimized CoT for more complicated problems.

7 Conclusion

This project has shown how CoT test time compute scaling is a lower barrier way for substantial
accuracy improvements on logical deduction related tasks. We saw how with CoT average scores
on the SFT model increased from 0.274 to 0.584 (a 131% increase) while RLOO with CoT saw an
improvement from 0.397 to 0.686 (a 72% increase) over traditional RLOO. This showcases that while
there are some diminishing returns, models with varying levels of performance and accuracy can all
get significant benefit with optimized CoT. While there are numerous advantages from an accuracy
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perspective, CoT does come with the added cost of more inference time - we saw an average of 2.55x
the amount of time to make a prediction compared to traditional models.

There is a lot of potential for this work to go even further. An interesting avenue to explore could be
to create a dataset based on CoT responses by a stronger LLM model which could then be used as
a dataset for finetuning models. Additionally, another area to explore could be trying to effectively
generate samples in the direction of unexplored samples spaces based on information present in past
inferences. All these methods will drive reducing dependency on the LLM’s intrinsic capabilities and
allow for more control, leading to higher accuracies on such logical reasoning tasks.

8 Team Contributions

• Akhil Vyas: All design, implementation, and experimentation.

Changes from Proposal The original proposal aimed at using a self-verification mechanism which
scored each intermediate step. This turned out to be difficult to implement since the LLM output
would contain reasoning in a variety of formats (free text, equations, etc.). Additionally, the LLM
was making inaccurate logical leaps and so relying on it as a judge was not viable. Instead external
verification was used for this project. The original proposal also looked to generate multiple samples
and then running CoT on all the generated samples. After more research, it was found this doesn’t
offer too much in the way of novelty but it is also very computationally expensive. Instead, the focus
for this work was to make a single inference pass as accurate as possible.
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