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Policy Gradients
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Course reminders

- Start forming final project groups (survey due next Wednesday) 
- Homework 1 out, due Fri April 18
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Recap
state  - the state of the “world” at time st t
action  - the decision taken at time at t
trajectory  - sequence of states/observations and actions 
                       

τ
(s1, a1, s2, a2, . . . , sT, aT)

reward function  - how good is ?r(s, a) s, a
policy  or  - behavior, usually what we are trying to learnπ(a |s) π(a |o)
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Goal: learn policy  that maximizes expected sum of rewards: 

 

πθ

max
θ

𝔼τ∼pθ(τ) [
T

∑
t

r(st, at)]
p(s1, a1, . . . , sT, aT) = p(s1)∏

t

πθ(at |st)p(st+1 |st, at)where
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min
θ

− 𝔼(s,a)∼𝒟[log πθ(a |s)]

Imitation learning from demonstrations 𝒟

Definitions.

offline: using only an existing dataset, 
no new data from learned policy

online: using new data from learned 
policy

+ Simple, scalable approach for learning performant behavior

- Cannot outperform demonstrator, doesn’t allow improvement from practice



The plan for today

Policy gradients: our first online RL algorithm 
1. On-policy policy gradient 

a. Derivation and intuition of policy gradients 
b. Full algorithm 
c. How to make it better - causality and baselines 

2. Off-policy policy gradients 
a. Importance sampling 
b. KL constraints

Key learning goals: 
- Key intuition behind policy gradients 
- How to implement, when to use policy gradients
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the basis for:

+ part of 
default project

Source: Unitree



iteration 3iteration 2iteration 1

Online RL Outline
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First: Initialize the policy (randomly, with imitation learning, with heuristics)

Run policy to collect 
batch of data

Improve policy using 
batch of data



Evaluating the RL objective

Slide adapted from Sergey Levine 7



a convenient identity

Slide adapted from Sergey Levine

Can we get the gradient of the RL objective?
Let’s start in terms of trajectories.
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Can we get the gradient of the RL objective?

Slide adapted from Sergey Levine

From trajectories to final form.
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Estimating the gradient

Slide adapted from Sergey Levine

Full algorithm:

“REINFORCE algorithm”, vanilla policy gradient
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What does the gradient mean?

Recall: imitation learning
<latexit sha1_base64="myCtYctE3H1X/6qzvIgDfGk0bbA=">AAACYXicbVHPT9swFHYyNqAbLLAjF4sKqUhblUyI7YjGJu3IJApIdRQ57ktrYTuR/TKtCvknuXHhsn9kbpuJDXiS5e9976c/55WSDuP4LghfrL18tb6x2Xv9Zmv7bbSze+HK2goYiVKV9irnDpQ0MEKJCq4qC1znCi7z69NF/PInWCdLc47zClLNp0YWUnD0VBb9YlqajOEMkNMPTHOc5Xnzrc2awcopGte+p38xbw+Zk3rlC66ar21LmYICx/4qp5RVsus2eKi5eWh1SJmV0xmmWdSPh/HS6FOQdKBPOjvLols2KUWtwaBQ3LlxEleYNtyiFAraHqsdVFxc8ymMPTRcg0ubpUItPfDMhBal9ccgXbL/VjRcOzfXuc9crOoexxbkc7FxjcXntJGmqhGMWA0qakWxpAu56URaEKjmHnBhpd+Vihm3XKD/lJ4XIXn85Kfg4uMwOR4e/zjqn3zp5Ngge2SfDEhCPpET8p2ckRER5D5YC7aC7eB3uBlG4e4qNQy6mnfkPwv3/gBH8bhH</latexit>

min
✓

�E(s,a)⇠D [log ⇡✓(a|s)]
<latexit sha1_base64="IP5uUF7eHY2ueyhb7P6gY2mq0Os=">AAADDnicdVLLbhMxFPUMrzK8UliyuSJESqQ2mkGo7QapakFCLKoimrZSHEYex5NY9Txk30GNpvMFbPgVNixAiC1rdvwNTmaq0BauZPn43NfxtaNcSYO+/9txr12/cfPWym3vzt179x+0Vh8emqzQXAx4pjJ9HDEjlEzFACUqcZxrwZJIiaPoZHfuP/ogtJFZeoCzXIwSNkllLDlDS4WrztMOvFNyLCAIvA5NZBpSnApksE4ThtMoKl9VYdmtD3FpqjU4x6zqUSOT+syZKl9WFVAlYhzaLZsAzWVTrbvMOVuW6gHVcjLFkUdTFil23vqNBeIUy53dqltTNpLluc5OgcaacQj2gJoiCUv5Iqje79Vduw2H65Y7gIs1/y/IFlnDCs5gKayhel6trxe22n7fXxhcBUED2qSx/bD1i44zXiQiRa6YMcPAz3FUMo2SK1F5tDAiZ/yETcTQwpQlwozKxXNW0LHMGOJM25UiLNi/M0qWGDNLIhs5V2wu++bkv3zDAuOtUSnTvECR8rpRXCjADOZ/A8ZSC45qZgHjWlqtwKfMzhvtD/LsEILLV74KDp/1g43+xtvn7e2dZhwr5DF5QrokIJtkm7wm+2RAuPPR+ex8db65n9wv7nf3Rx3qOk3OI3LB3J9/AHut+O4=</latexit>

r✓JBC(✓) ⇡
1

N

NX

i=1

 
TX

t�1

r✓ log ⇡✓(ai,t|si,t)
!

Imitation gradient, but weighted by reward

Increase likelihood of actions you took in high reward trajectories.

Decrease likelihood of actions you took in negative reward trajectories

i.e. do more of the good stuff, less of the bad stuff.

Intuition:

formalization of “trial-and-error”
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What does the gradient do?
Example: learning humanoid walking in simulation

reward: r(s, a) = forward velocity of robot
(can be negative if robot goes backwards)

-> will encourage policy to fall forward, and not take step forward 😨

: falls forwardsτ2

: falls backwardsτ1 : one small step forward then 
falls backwards
τ4

: manages to stand stillτ3 : one large step backwards 
then small step forwards 
τ5

Policy gradient is noisy / high-variance

Question: what will the gradient encourage the policy to do?
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Improving the gradient

: one large step backwards 
then small step forwards 
τ5

Policy behavior at time  does not affect rewards at time t t′￼ < t

sum of future rewards

Using causality
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What does the gradient do?
Example: learning humanoid walking in simulation

reward: r(s, a) = forward velocity of robot
(can be negative if robot goes backwards)

-> encourages policy to fall, stumble forward some of the time 😨

: falls forwardsτ1

Policy gradient is noisy / high-variance

: slowly stumbles forwardsτ2

: steadily walks forwardsτ3

: runs forwardsτ4

sensitive to reward scale

Question: what will the gradient encourage the policy to do?
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Improving the gradient
Introducing baselines

<latexit sha1_base64="0i9NBnbfKT7BWitnKEpGlQBQlwU=">AAAGH3ic1VRNb9MwGM5GAqN8dXDkYlFVS6V1ahArXCpNG0iIwzTEuk2qS+W4TmvN+ZDtoFVZ/gkX/goXDiCEuO3f4Hy1aQOHSRzAUuTXj18/7/M+VmwHjArZ6Vytrd/QjZu3Nm7X7ty9d/9BffPhifBDjkkf+8znZzYShFGP9CWVjJwFnCDXZuTUPj9I9k8/EC6o7x3LWUCGLpp41KEYSQWNNvXdJnjH6JgAy6o1oUu9EZRTIhFoQxfJqW1Hr+JRZGYLJxLxNihiFLegoG62xohFL+MYQEYcOVCTPwEwoDmbuThzuaBqAcjpZCqHqrKHbIaK2m9UQC5ktH8QmxmkUlEQcP8CQIcjDKxDAEXojiLas+L3h1lZM8dkW2HHYJnzz4oUybaMwSVYKMuhQmCrNndpt6J1rrAHypZBiUKQ+hPMSyqoVbKoLLl3TckVwWW5K9xbPZmQc3Mpf2vpKlOgRFBcTNF397/qO52u3X3B0gZ2xYi/1Xy10eXMRGc6L36Nf8Vc5UqhalRvdHY66QDVwMqDhpaPo1H9Jxz7OHSJJzFDQgysTiCHEeKSYkbiGgwFCRA+RxMyUKGHXCKGUfq+xaCpkDFwfK4+T4IULZ+IkCvEzLVVZqJdrO4l4O/2BqF0Xgwj6gWhJB7OCjkhA9IHyWMJxpQTLNlMBQhzqrQCPEXq/ZHqSa0pE6zVlqvBydMdq7vTffussbef27GhPdaeaKZmac+1Pe21dqT1Nax/1D/rX/Vvxifji/Hd+JGlrq/lZx5pS8O4+gUugBQd</latexit>

r✓J(✓) = E⌧⇠p✓(⌧) [r✓ log p✓(⌧)r(⌧)] : falls forwardsτ1

: runs forwardsτ4
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Improving the gradient
Introducing baselines

: falls forwardsτ1

: runs forwardsτ4subtracting a constant

If we subtract average reward, we get negative gradients for below-average behavior. 🥳

But, can we even do that? 🤔

<latexit sha1_base64="EFy0raQHOrdq0vMhxHML/5MJd9g=">AAAGq3ic1VRdb9MwFM3GGkb56uCRF4uqWiqtVYOg8FJp2kBCPFRDW9eKulSO67TWnA/ZDlqV5cfxF3jj3+B8tWkzHiYhBJYi3xxfn3vusXQtn1EhO52fO7v39ir6/f0H1YePHj95Wjt4dim8gGMywB7z+MhCgjDqkoGkkpGRzwlyLEaG1tVpfD78Rrignnshlz6ZOGjuUptiJBU0Pdj73gDnjM4IMM1qAzrUnUK5IBKBFnSQXFhW+CGahkb6Y4ciOgJ5jKImFNRJ/zFi4fsoApARW47V5s0B9GnGZqzv3KypmgByOl/IiarsIouhvPYnFZBrGZ6cRkYKqVTk+9y7BtDmCAOzD6AInGlIe2b0tZ+WNTJMthR2ATY5f69IkRzJCNyAtbIMygU2qyuX3pS0rhT2QNEyKFEAEn/8VUkFNQsWFSX37ii5JLgod4v7sCdjcm5s5B9uPGUCFAjyh8n77v5XfSfbnbvPWVrAKhvxp7ovd7qZGQtN9rzyXyucmZfXb91mwr/y0OqFclXTWr3T7iQLlAMzC+pats6mtR9w5uHAIa7EDAkxNju+nISIS4oZiaowEMRH+ArNyViFLnKImITJrI1AQyEzYHtcfa4ECVq8ESJHiKVjqcxYu9g+i8HbzsaBtN9NQur6gSQuTgvZAQPSA/HgBjPKCZZsqQKEOVVaAV4gNQulGu9VZYK53XI5uHzVNrvt7ufX9eOTzI597YX2UjM0U3urHWsftTNtoOGKUelXhpWR3tLP9S86TFN3d7I7z7WNpZNftEJB5w==</latexit>

r✓J(✓) = E⌧⇠p✓(⌧) [r✓ log p✓(⌧) (r(⌧)� b)]

Subtracting a constant baseline does not change the gradient in expectation. It is unbiased.

Average reward is a pretty good baseline.

“baseline”

and can reduce variance of the gradient

a convenient identity
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What does the gradient do?

: doesn’t touch the jacketτ1

: folds only the sleevesτ2 : folds the jacketτ4

: flattens the jacket but does not fold itτ3

-> will encourage folding, but gradient is constant for all but one trajectory 😨

Policy gradient is still noisy / high-variance

Example: learning to fold a jacket

reward:

<latexit sha1_base64="eO4xXi6D1dxM9NSkgrjh3Fue33w=">AAAHfHic1VVbb9MwFM4Ga0e4bfDIA0eMslasVYJYx0ulaQMJ8TANsQtSXSrHcVprzkWxwzZl+RP8NN74KbwgnFvbrNvDJITAUuSTc46/853Plm0FnAlpGD8WFm/dXqrVl+/od+/df/BwZfXRkfCjkNBD4nM//GxhQTnz6KFkktPPQUixa3F6bJ3spvHjrzQUzPcO5HlABy4eecxhBEvlGq4ufWvAJ85sCqapN5DLvCGSYyoxtJGL5diy4nfJMG7mP04skg0obZy0kGBu/k8wj98mCSBOHdlXkz8CFLACrTldczGFagEK2WgsB6qyhy2Oy9oflEHPZLyzmzRzl0rFQRD6Z4CcEBMw9wCJyB3GrGcmX/byss3CJ9vKdwBVzOsZKZANmcAFTJkVrpJgS5+otDnHdcKwB7OSIYkjyPQJJiWVqzUj0Szl3g0pzxGepXsJe70nU/CwWclfr2xl5pgBKDem7Lv7X/WdTTfuvkRpgzUvxJ/qfr7TamZKNJv/fuVCvZJA+yoV/pWdVls0ZTU5pVt6eN1VpeQCZNER82KiLkyRgG7CC8gvGo9iyc/B8blN7QQhAN3obE7CuR9OmRyD8F0KpyHzTngKkuam2VMoX5Y4KqirIKKeXdTUG5VjKCtnUKYcDV0frqwZHSMbMG+YhbGmFWN/uPId2T6JXOpJwrEQfdMI5CDGoWSE00RHkaABJid4RPvK9LBLxSDOHo8EGspjK8ah+jwJmXd2RYxdIc5dS2WmVMXlWOq8KtaPpPNmEDMviCT1SF7IiThIH9KXCGwWUpKqbjNMQqa4AhljdblL9V6lIpiXW543jl51zG6n+/H12vZOIcey9kR7pjU1U9vStrX32r52qJGln7WntWatVftVf15/WW/nqYsLxZrHWmXUu78BZVuHMA==</latexit>

r(s,a) =

8
><

>:

1 neatly folded

0.5 folded with some wrinkles

0 not folded

Best with dense rewards, large batches.

<latexit sha1_base64="fwE3unAMO0skPo5QtDkXYKVhE6U=">AAAHuXic1VVbb9MwFM4Ga0e5bfDIyxFToZVolSCtQ0KVpg0kxMM0xG5S3UWO47RmzkWxwzay/AZe+QX8HSTe+Dc4SdMm6/YwCSGwFMU+5/g73/l8swLOhNT1XwuLt24v1erLdxp3791/8HBl9dGB8KOQ0H3icz88srCgnHl0XzLJ6VEQUuxanB5aJ9up//AzDQXzvT15HtChi0cecxjBUpnM1aUfiFNHtpCIXFNC2EIulmPLiUViymP2AooxzsZt6ICFQjYay3ajCR85sykYRqOJXOaZSI6pxNDJ51jx28SMS4BlsDYSzM3HBPP4TZJARmSgfv4IUMAmaK3ZnIsZVBtyEkOV2cMWx0Xu96pDz2S8tZ20cpMKxUEQ+meAnBATMHYgKzZmfSM53snTtiY22VG2PahiXs9IgbyQCVxASbXcVBAsqbQ+x3XKsA9lyZDEEWT6BNOUytQuSVSm3L8h5TnCZbqXsJ/3ZQpe2RbKWlnKzFACKBamqLv3X9U9Ow03qb5AUadjXog/Vf18pdXIlGj2//uZJ+oVBDpXqfCvrLRaohmr6S7daDTD6+4qpRcgi46YFxN114oEGk0DnkF+1XgUS34Ojs9taicIgfLq3fWpP3fAKZNjEL5L4TRk3glPYdLgLHwG5ssCSXnVIVKZqWdP8lY5mrJ6Pac8dXNlTe/qWYP5jjHprG22v34Jlr9/2zVXfiLbJ5FLPUk4FmJg6IEcxjiUjHCaNFAkaIDJCR7Rgep62KViGGcvTwJNZbEV4VB9noTMWp4RY1eIc9dSkSlRcdmXGq/yDSLpvBrGzAsiST2SJ3IiDtKH9BkDm4WUpLLbDJOQKa5Axljd71I9dg0lgnG55PnOwcuu0ev2Phhrm1ta3pa1J9pTraUZ2oa2qb3TdrV9jdR6NVSjNaf+uo7r4/qnPHRxYTLnsVZpdfEbPuigUA==</latexit>�P
t r(s

i
t, a

i
t)� b

�

(baseline edition)

Question: what will the gradient encourage the policy to do?
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How to implement policy gradients?

Can we use automatic differentiation on full objective?

Computing these individually is inefficient. 
(N*T backwards passes)

Implement “surrogate objective” whose gradient is the same as ∇J

Our gradient
<latexit sha1_base64="+pLg62BFQozbZItQbH657hoUcUE=">AAAUDHic7VhLj9s2EFbSRxL3kY19zGWQhbs2dtewjGSTHAzkVaBoiyBFs5sAli1QEm0Tq1clKslCVu+99K/00kOLotf+gN76bzrUy5LlV9CmzQIRYIgaDj/OfDMcktZck/m82/3rwsX33v/gw0uXr9Q++viTT6/uXKuf+E7g6fRYd0zHe64Rn5rMpseccZM+dz1KLM2kz7TTh6L/2Qvq+cyxn/Izlw4tMrHZmOmEo0i9Vr/RhG9NZlCQ5VpTsZitKnxKOYFDxSJ8qmnh55EatpKPcehHB5C1SdRWfGYl3zoxw0dRBIpJx3yAL2cCistStNZ8zGwO1QbFY5MpH+LMNtFMks39JTboKx4+eBi1EhGqEtf1nFegjD2ig/wYFD+w1JD15Wj0OJm2lcr4IcqeQhlztUUIcsAjmMHcslSUGdiu5SzdqtiaW9iHImUKJwHE/Lj5lChqFygqmtx/TZMrBhfNXcDe63MB7rVK+nulUMaCAkAWmMzvo3Pld/x6be8zlEPQqkT8W95XPS1rCkPj938/c8peZsDhMhbelkhjiOZW5Vl6u9b0VtUq5AsUjU6YHepYMf0Iak0ZPoOk1NiUcPMMxo5pUCNSFMDebudW3p90wEvGp+A7FoWXHrNPTQEjlGP1OZjDMyTsxUWEM1PbSOct26jyUiJyYWdXuHQfUabUA1+4hszPc5qXk5mPWBlixOIczqhCLGaLDQIsRyA1E0iQ79RWpdb6YvsPA7ux2m6/jHHc4kKORUuXcsHzu8hnHKleB3THcgNOIYKVbMSqEPjMngi1EESejxgoGMt59vXkdzUyNjFMbNqLkIC8vY6DXGl7GuZz5EwUUN5SMtLmFlRUmIgXYlilKlwx5B1rfIBoWMWMOQkJiSu95rNiVUVuC5prFSErz+eU9Kwu9nrYXh+DDTsDjk/tRJgiF/i5gf14E5gt7gprorBqACzxYAPzq7ck4VC+f7yxfel/4TzzsmLnStLXjTiHrBeyfiuiNtESk5Cj3lw4LefKyaU537rzGv9IDb/6GlHLNuiGw/FebpSuzTMoG7JEKXV6KNC/A8WgJid4Ek1ThAvy8nbI9228M4OH3fuodKIKCR5uztKI9KtML0sC2AdlSnh4EqmKO2UjNHJx2L4ctXPcfjGauRHbxXSLqWwxFR6kde54oHuMMx1MqvPAo0AmhNmbTizZwsvK+gGLFhZVrvxmStl2a6pc7NHIEpIQtOH7mK37SHMh81qLegcVKFwo6s5ut9ONH6g25LSxK6XPE3XnT8Vw9MCiNtdN4vsDuevyYUg8DIBJo5oS+NQl+imZ0AE2bWJRfxjGf2ZF0ESJgbcnD382h1haHBESy/fPLA01han+Yp8QLusbBHx8ZxgyWxz2bT2ZaByYwB0Q/4yBwTzMDbwDGoykyaJPCYaaU88XJMiLLlcbJ72OfNQ5+ubm7r0HKR2XpevSDaklydJt6Z70hfREOpb0+g/1n+q/1H9t/Nj4ufFb4/dE9eKFdExDKj2NP/4GawMOzQ==</latexit>

r✓J(✓) ⇡
1

N

NX

i=1

 
TX

t=1

r✓ log ⇡✓(ai,t|si,t)
!  

TX

t0=t

r(si,t0 , ai,t0)

!
� b

!

<latexit sha1_base64="v6myNxU8l+65hQlEyr69xCXFccw=">AAAU/nic7VhLb9tGEGbSV6q+nEq3XgY1VEuwZYhG4qQHAXGUFk1aJKkjOwG8srAiV9LCfJVcNTEoFv0rvfTQoui1v6O3/pvO8iVS1Cto09pACAhazs5++803s7sk+47BPdFs/nXl6htvvvX2O9feLb33/gcffrRx/eNjzx67GjvSbMN2n/WpxwxusSPBhcGeOS6jZt9gT/tnbdn/9Hvmety2OuLcYV2TDi0+4BoVaOpdL1eq8MTgOgNVLVWJya0eESMmKDSIScWo3/e/CHp+LboZ+F6wA0mbBnXicTO616jh3wsCIAYbiBP8s4dAHB6j1aZjJlOoOhCXD0eiizNbtG/QZO4H2GAvhH+3HdQiE7pSx3HtF0AGLtVAfQjEG5s9n7fU4PRhNG0ttokG2jqQx1zMCEF2RAATmDKLTQnBeilV6WaBa8qwBVnJiKBjCPVx0inRVM9IlKXceknKBcJZujPYWy0hwd1azn8rl8rQkAFIEpPEvX+p4g7/Xjr6BKUB/aIQ/1b0xUjznpJo+P/fzxyrlxBozFPhomQaUzRllVbprVLVXbRXoV5A+mzILV/DHdMLoFRV4TOIthqLUWGcw8A2dKYHhAD2Nndvpv1RBzznYgSebTJ47nLrzJAw0jl0n4LZIkHCXlxEODOz9HjePMeeyBWikDybMqQDRBkxFzwZGio/rWmRL2ZxyvMQpzys4UQqxOKWPCDAtCVSNYIE9fbi2lq+2/7DzK7cbtdfxzhudiWHprlruUQEx6T4D9Y9VebHeREjmyb1c0xqWIR7u6DZpjMWDAJYmOfQFcYet4bSzQe5hE85ECzT6cLaU19v/yFFP+K0FaAAaXuZBqnT+jJM50iVyKBcUDHi5hpSFJQIl55flMpfMOS1auIE0XDf0qciRCIujFpMsgcGapvxXOoIyclzSUVP9sW9PWwvz8GKswDHxzwRJqsF3q5QPzwEJrOnwpIsLBoAcyJYofziI0kGlJ4fr+xc+l80T6Is8Fwo+rIRl1D1TNWvJdQqWUIRUtQbMy8CqXP0PSA9utM9/l7P//obRM1z0HRbEJPruS8CE8gTmeMUB92V6N8B0ZkhqHxagSedg8MOPPoSDtqdR4fQPrzfud+OK0dITdO2L7athhqAi2Ft48jjnrTgM895nKhWMQHzagO2gYyo8I+DHnFG/BS5zw7bVoN6itvKJjklsV6q15jKklPhq4MmbBc0lwuugcE0MXYZ0CHl1qoHmWQ9Jrv9Dg9m1lrq/Gp2uPWWWv4MQJI5JGmoww+hWgcoc6Yga7N+OwUoXD+9jc3mbjO8oNhQ48amEl+Pext/Et3WxiazhGZQzztRm47o+tTFBBgsKJGxxxyqndEhO8GmRU3mdf3w810AVbTo+L7o4s8SEFqzI3xqet652UdPSdWb7ZPGeX0nYzG43fW5Jd8BLC2aaDA2QNggvwWCzl2sDXzr1TmNi0UbUUy1YK4nRVBnQy42jvd21f3d/W9vbN65G8txTflE+VSpKapyS7mjfKU8Vo4UreyXfyr/Uv618mPl58pvld8j16tX4jFlJXdV/vgbzwtiAw==</latexit>

J̃(✓) ⇡ 1

N

NX

i=1

 
TX

t=1

log ⇡✓(ai,t|si,t)
!  

TX

t0=t

r(si,t0 , ai,t0)

!
� b

!

weighted maximum likelihood

Cross-entropy for discrete action policy, squared error for Gaussian policy
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Summary so far

Estimating gradient of RL objective 
- log gradient trick 
- weigh policy likelihood by future rewards 
- subtract baseline (e.g. average reward) 
- even with tricks, gradient is noisy 

First reinforcement learning algorithm 
- collect batch of data, improve policy by applying gradient 
- formalizes trial-and-error learning 

Key intuition: do more high reward stuff, less low reward stuff



Definitions.

attribute of online RL algorithms
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What else is troublesome about policy gradients?

<latexit sha1_base64="78JwDbfDIZYFJ3PaBiTI5tvnjeg=">AAAJOXic5VZLb9NAEHbLI8G8WjhyGVGFJlITxRVt4RCptCAhDqWIvqQ4idbrTbKqvba8a9rK9d/iwr/ghsSFAwhx5Q+w60cSN+2hEkIgVrJ2PDP7zTez411bvkO5aDY/zcxeuXrteql8Q7956/adu3Pz9/a4FwaY7GLP8YIDC3HiUEZ2BRUOOfADglzLIfvW4aay778jAace2xEnPum4aMBon2IkpKo3X3pdgbcOtQkYhl4xXcp6phgSgaBuukgMLSt6EfeiavrSj3i8BLmM4prJqZu+Y+REz+MYTIf0RVtO3gBMn2Zo1fGa0zFUDcyADoaiIyMzZDkoj/1KCuRYRBubcTVVSVfk+4F3DGY/QBiMLTB56PYi2jLi7lYatprpRF3qdqCIeTEjCbIkYjiFMbNMlROs6aMqrUxxHTFswWTJTIFCSOrjj0JKVW2iRJOUW5ekPEV4ku4Z7MWWUOBBteC/WNjKRDEBkG9MnvfqP5V3Ml06+xylDtZ0IX5X9tOZFj0V0WT+85Gz6uUE6udV4W/ZablFY1ajLl3TK8FFZ5WsF5gWGVAWYXli8hj0igGPID1qGEHCOYG+59jEjk0TpLXZWBnZUwMcUTEE7rkEjgLKDh0Fo5wT9zGYJ3IkaZUfkYxMmJ3FLXLsiUIjCsWzqVJ6JlGGJACuUpOVH/e0KDaz6NIiRJcmPZyXSmJRpi4IcD2FVEkhwXgqURO+yw3AnuuHgkAMF7Vb6gohp2yg3CJQu92lYMbjHVg29P/6mNB7cwvNRjMZMC0YmbCgZWO7N/fRtD0cuoQJ7CDO20bTF50IBYJih8S6GXLiI3yIBqQtRYZcwjtRcvPHUJEaW7ZaIB8mINFOroiQy/mJa0lPlQQ/a1PK82ztUPSfdCLKVE8wnAbqhw4ID9RvBNg0IFh9MDZFOKCSK+AhkjezkD8bqgjG2ZSnhb3lhrHaWH3zeGF9IytHWXugPdSqmqGtaevaS21b29Vw6X3pc+lr6Vv5Q/lL+Xv5R+o6O5Otua8VRvnnLzoqJxc=</latexit>

r✓J(✓) = E⌧⇠p✓(⌧)

" 
TX

t=1

r✓ log ⇡✓(at|st)
!  

TX

t0=t

r(st0 , at0)

!
� b

!#
Latest version of our gradient:

Full algorithm:

<latexit sha1_base64="s92a+xG4MygjhAuDpntsECv24Z8=">AAAJLHic1VbLbtNAFHXLIyG8WliyuaIKTaQmiivawiJSaUFCLKoi+pIySTSeTJJR7bHlGdNWrj+IDb+ChFhQIbZ8BzN+JHHTLirxHMny+N4755575mXLs5mQjcbZzOy16zduFoq3Srfv3L13f27+wZ5wA5/QXeLarn9gYUFtxumuZNKmB55PsWPZdN863NT+/ffUF8zlO/LEo20HDzjrM4KlMnXnCxtleGezHgXTLJWRw3gXySGVGGrIwXJoWeGrqBtWko9+KKIlyPo4qiLBnOSbYDt8GUWAbNqXLfVyB4A8lqJVxmNOx1BVQD4bDGVbZebYsnGW+43q0GMZbmxGlcSkQrHn+e4xoL6PCZhbgETgdEPWNKPOVpK2ktpkTdl2II95OSMFsiQjOIUxs9SUEayWRiqtTHEdMWzCpGRI4gBifbxRSmWqTkg0Sbl5RcpThCfpnsNebEoN7ldy8Yu5qYwNEwDZxGR1r/5XdcevK1efodTAmhbiV1U/XWk+UhON338+c6peRqB2kQr/ykyrKRqzGq3StVLZv+ysUnoBsuiA8ZCoE1NEUCqb8ASSo4ZTLO0T6Lt2j/YihEB5G/WVkT9xwBGTQxCuQ+HIZ/zQ1jA6OA4fg7kyQ1JetYlUZsp7ad48x67MLUSpeTZ0SS8UypD6IHRpSvnxmpb5xSw7LA/RYfEazqRSWIzrCwIcVyOVE0gwn/+mPX3V4/dv7elkspbrQFzHCySFCC7TIwmFQDA+0GEhaAE6DFBU6s4tNOqNuMF0x0w7C0batrtzn1HPJYFDuSQ2FqJlNjzZDrEvGbFpVEKBoB4mh3hAW6rLsUNFO4wv+wjKytJTq8tXD5cQWydHhNgR4sSxVKSWQpz3aeNFvlYg+8/aIeNaCU6SRP3ABumC/nOAHvMp0XukxzDxmeIKZIjVZSzV/4UWwTxf8nRnb7lurtZX3z5dWN9I5Sgaj4zHRsUwjTVj3XhtbBu7Bil8KHwqfC2cFT8WvxS/Fb8nobMz6ZiHRq4Vf/wEpGsjkw==</latexit>

2. compute r✓J(✓) using {⌧ i}

assumes samples from current policy πθ

<- we change  right hereθ

Need to recollect data every gradient step! 😱

on-policy: update uses only data 
from current policy 

off-policy: update can reuse data 
from other, past policies

Vanilla policy gradient is on-policy.



Off-policy version of policy gradient?
Importance sampling

Importance sampling

What if we want to use samples from ?p̄(τ)

Using proposal distribution q

(e.g. previous policy)

Note: Important for  to have non-zero 
support for high probability 

q
p(x)
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<latexit sha1_base64="25FTwTQwRa2U51bvovgUJpRC3mI=">AAAKRXic5VZbaxNBFN56TeKt1UdfDpaYBJqQLbbVh0BtFcSHUrE3yCZhdnaSDN0bO7O2Zbt/zhffffMf+OKDIr7qzF6zTQMWRCoOhJk958x3vvPNJaO7JmW83f40d+Xqtes3bpbKlVu379y9N79wf485vofJLnZMxzvQESMmtckup9wkB65HkKWbZF8/3JT+/XfEY9Sxd/iJS3oWGtl0SDHiwjRYKHWr8NakBgFVrVQ1i9oDjY8JR9DULMTHuh68DAdBPf4YBixcgnSMwobGqBV/Y2QGL8IQNJMMeVd0zgg0lyZo9XzOaQ7VAM2jozHvicw20k2U5n4tBuSYBxubYT02iVDkup5zDNrQQxjULdCYbw0C2lHD/lactp7YeFPYdqCIOZuRAFniIZxCziwxpQQblUyllSmuGcMOTEqmceRDpI+bpRSmxoREk5Q7F6Q8RXiS7hnsWodLcK9eiK8VljIyTACkC5PWvfpP1R11F64+RWmCPi3En6p+utJipCQa9X8/c6JeSqB5ngqXZaXFEuWssl26Vql6s+4qoRdoOhlRO8DixmQhVKoqPIb4qrEJ4uYJDB3TIEaoaSC87dZK5o8dcET5GJhjETjyqH1oShgZHIXnYA5PkYRXHCKRmdhGkrfIccALG5FLnm1Z0nOBMiYeMFmaUD7f07y4mXmfFiH6NNrDqVQCi9ryDwIsRyJVY0hQnwnUiO9yC7BjuT4nEMKs7RaHgs+oPZJhAcjV7lPQwnwFltX//J5IGAYxpVqY1V+TAsw8P1n874uQp8h0mEC5BFJUBvOL7VY7ajA9UJPBopK07cH8R81wsG8Rm2MTMdZV2y7vBcjjFJskrGg+Iy7Ch2hEumJoI4uwXhC9gkKoCoshjp0nfjaHyDo5I0AWYyeWLiJlEeysTxrP83V9PnzaC6gtz4eN40RD3wTugHxSgUE9guXlYVCEPSq4Ah4j8Urh4uElRVDPljw92Ftuqaut1TdPFtc3EjlKykPlkVJXVGVNWVdeKdvKroJL70ufS19L38ofyl/K38s/4tArc8mcB0qhlX/+Am3ziGs=</latexit>

r✓0J(✓0) =

<latexit sha1_base64="08o5oC5yhJEUYEyNM9B0RHafaIg=">AAAKb3ic5VZLa9tAEFbSl62+kvTQQ0oZGlzbEBsrNEl7MKRJC6WHkNK8IGublbS2l+iFdtUkKDr2D/bW/9BL/0F39bAsOy4ESkmpQGg1M/vNN9/srqR7FmW81fo+N3/r9p2790pl9f6Dh48eLywuHTI38A1yYLiW6x/rmBGLOuSAU26RY88n2NYtcqSf7kj/0RfiM+o6+/zCIx0bDxzapwbmwtRbLH2twGeLmgQ0Ta0gmzo9xIeEY2ggG/Ohrofvo15YS176IYtWIRvjqI4YtZN3A1vhuygCZJE+PxEPdwDIoylaLZ9zmUPVAfl0MOQdkdnBuoWz3B/FgJzzcHsnqiUmEYo9z3fPAfV9bIC2C4gFdi+kbS3q7iZpa6mNN4RtH4qYsxkJkFUewSXkzFJTRrCujlRan+I6YtiGcckQxwHE+nijlMJUH5NonHL7mpSnCI/TncCutrkE92uF+GqhlbFhDCBrTFb3xj9Vd/y4dvUZSgP0aSH+VPXTlRYjJdH4+fczp+plBBpXqXBTOi1alLMardJNteLPOquEXoB0MqBOaIgTk0WgVjR4CclR4xDMrQvou5ZJzAghEN5Wc33kTxxwRvkQmGsTOPOpc2pJGBkch+dgLs+QhFdsIpGZOGaat8ixxwsLkUueLVnSW4EyJD4wWZpQPl/TvLiYeZcWIbo0XsOZVAKLOvIDAbYrkSoJJGhvBGrMd60Jhmt7AScQwazlloRCwKgzkGEhyG53KaAo78Ca9p+fEynDMKFUjUb1V38nQBoeTUoQf+tCL4dLA8IZU66WKyczUmwM8AaIpvYWVlrNVnzB9EBLBytKeu31Fr4h0zUCmzjcsDBjJ1rL450Q+5waFolUFDDiYeMUD8iJGDrYJqwTxv9LEVSExRQb1Be3wyG2js8Isc3Yha2LSFkEm/RJ41W+k4D3X3dC6sid5BhJon5gAXdB/nyBSX1iyGPGpNjwqeAKxhCLHnPxiyZF0CZLnh4crjW1jebGp1crW9upHCVlWXmh1BRN2VS2lA/KnnKgGKUf5aXycvlZ+af6VH2uQhI6P5fOeaIULrX+C9E1k3k=</latexit>

r✓0J(✓0) = E⌧⇠p✓(⌧)

"
p✓0(⌧)

p✓(⌧)

 
TX

t=1

r✓0 log ⇡✓0(at|st)
!  

TX

t0=t

r(st0 , at0)

!
� b

!#

Off-policy version of policy gradient?
Importance sampling

but we want to use samples from  πθ

22

Say we want to update our latest policy πθ′￼

<latexit sha1_base64="k2KcSEg/zXdFYYJYFE66yUux9G8=">AAALfHic5VbbbtNAEHXLrXW4tPDIAyNKaCKaKK5oCg+RSgsS4qEqojcpTqK1vUlW9U3eNW3l+if4NN74FF4Qu77GdYNaCaFWWIo8npk9c+bMZm3NNQllrdaPmdlbt+/cvTc3L1fuP3j4aGHx8T51fE/He7pjOt6hhig2iY33GGEmPnQ9jCzNxAfa0ZaIH3zFHiWOvctOXdyz0MgmQ6Ijxl2DxflvVfhiEgODoshV1SL2QGVjzBA0VAuxsaYFH8JBUIsfhgENVyC1UVhXKbHiZx2ZwfswBNXEQ9blN2cEqksStFq+5iyHqoPqkdGY9XhlG2kmSmt/4gY+YcHmVliLXTwVua7nnIA69JAOyjao1LcGAekoYX87LltLfKzBfbtQxJzOiIOssBDOIGeWuFKCdTlTaa3ENWPYgUnJVIZ8iPRxs5LcVZ+QaJJy54qUS4Qn6Z7DXu4wAe7VCvnLhVFGjgmAdDBp3+0b1Xd0u3L3KUoDtLIQf6v7cqfFTEE0uv/7yol6KYHGRSpcl0nzEeWssl26Lle9aWcV1wtUDY+IHej8xKQhyFUFXkJ81NgYMfMUho5pYCNUVeDRVnMti8cBOCZsDNSxMBx7xD4yBYxIjtJzMIelSDzK/0S8MraNpG6R44AVNiITPFuipXccZYw9oKI1rny+p1lxM7M+KUL0SbSHU6k4FrHFCwIsRyBVY0hQ3nLUiO9qE3THcn2GIYRp2y1OBZ8SeyTSAhDT7hNQw3wCq8p/fk4kDIOY0nLI+8/sP0mQJV1ehbxGJsQEyjXQonqBGIl5CSlKSkQv/qAsVTBlyQ1VTR4sLLWareiCsqEkxpKUXDuDhe+q4ei+hW2mm4jSrtJyWS9AHiO6iUNZ9Sl2kX6ERrjLTRtZmPaC6OMxhCr3GPy08vjPZhB5J1cEyKL01NJ4pmiCno8J50Wxrs+Gb3oBscWxYutxoaFvAnNAfImCQTysizPXIEj3COcK+hjxGTP+vSpEUM63XDb2V5tKu9n+/HppYzORY056Kj2XapIirUsb0kdpR9qT9Pmf8jO5JtflX5UXlVeVRpw6O5OseSIVrkr7N6Hd9ao=</latexit>

r✓0J(✓0) = E⌧⇠p✓0 (⌧)

" 
TX

t=1

r✓0 log ⇡✓0(at|st)
!  

TX

t0=t

r(st0 , at0)

!
� b

!#

<latexit sha1_base64="93G96aaU3NJ6cnR8FXDe1dFIO9s=">AAAM8nic7VdLb9NAEHZ5FidAC0cuI6rQRGqjuKItHCKVFiTEoSqiL6mbRmt7k6zql7xr2sr1z+DCAYS48mu48W/Y9SO2m6ZqpQq1EpYij2dnv/nm2/Guo3sWZbzV+jNx6/adu/fuTz5QK9WHjx5PTT/ZZm7gG2TLcC3X39UxIxZ1yBan3CK7nk+wrVtkRz9Yk+M7n4nPqOts8mOPdGzcd2iPGpgLV3e6MlmDTxY1CWiaWkM2dbqIDwjHMI9szAe6Hr6LumE9eeiFLJqDzMZRAzFqJ88GtsK3UQTIIj2+J25uH5BHU7R6Puckh2oA8ml/wDsis4N1C2e5PwiDHPFwdS2qJy4Rij3Pd48A9XxsgLYOiAV2N6RtLdpfT9LWUx+fF75NKGOOZyRA5ngEJ5AzS10ZwYY6VGlxhOuQYRuKkiGOA4j18YYphatRkKhIuX1JyiOEi3RPYc+2uQT366X42dJSxo4CQLYwWd1LN6ru+Hbp6jOUedBHhbiq6kcrLUdKovH932dO1csIzJ+lwnVZabFEOathly6rNX/cXiX0AqSTPnVCQ+yYLAK1psELSLYah2BuHUPPtUxiRgiBGG01F4fjyQAcUj4A5toEDn3qHFgSRgbH4TmYyzMkMSpeIpGZOGaat8yxy0uNyCXPlizpjUAZEB+YLE0on/c0Lzcz36dliH0a93AmlcCijjwgwHYlUi2BBO21QI35LjTBcG0v4AQiGNduSSgEjDp9GRaCXO19CkhUlK/BgvZ/p4gphgmn2UgIMLTP02AYdHEZ8hxDJQoo11SM1LyAFCNKxGd/OCpVOGbKDVXtKkVTkfhsMnMJEgnH1sxPijuLULYQeW4gqDdZcVXtTs20mq34glFDS40ZJb02ulO/kekagU0cbliYsT2t5fFOiH1ODYtEKgoY8bBxgPtkT5gOtgnrhPEnewQ14THFGeGLn8Mh9hZnhNhm7NjWRaSsgp0ek86zxvYC3nvVCakjN3PHSBL1Agu4C/L7H0zqE0OedCbFhk8FVzAGWPQEF/8SpAja6ZJHje2FprbUXPr4cmZlNZVjUnmmPFfqiqYsKyvKe2VD2VKMilv5UvlW+V7l1a/VH9WfSeitiXTOU6V0VX/9BZrwgSI=</latexit>

r✓0J(✓0) = E⌧⇠p✓(⌧)

"
TY

t=1

⇡✓0(at|st)
⇡✓(at|st)

 
TX

t=1

r✓0 log ⇡✓0(at|st)
!  

TX

t0=t

r(st0 , at0)

!
� b

!#

This can become very small or very large, for larger T



Off-policy version of policy gradient?
Importance sampling

but we want to use samples from  πθ
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Say we want to update our latest policy πθ′￼

<latexit sha1_base64="93G96aaU3NJ6cnR8FXDe1dFIO9s=">AAAM8nic7VdLb9NAEHZ5FidAC0cuI6rQRGqjuKItHCKVFiTEoSqiL6mbRmt7k6zql7xr2sr1z+DCAYS48mu48W/Y9SO2m6ZqpQq1EpYij2dnv/nm2/Guo3sWZbzV+jNx6/adu/fuTz5QK9WHjx5PTT/ZZm7gG2TLcC3X39UxIxZ1yBan3CK7nk+wrVtkRz9Yk+M7n4nPqOts8mOPdGzcd2iPGpgLV3e6MlmDTxY1CWiaWkM2dbqIDwjHMI9szAe6Hr6LumE9eeiFLJqDzMZRAzFqJ88GtsK3UQTIIj2+J25uH5BHU7R6Puckh2oA8ml/wDsis4N1C2e5PwiDHPFwdS2qJy4Rij3Pd48A9XxsgLYOiAV2N6RtLdpfT9LWUx+fF75NKGOOZyRA5ngEJ5AzS10ZwYY6VGlxhOuQYRuKkiGOA4j18YYphatRkKhIuX1JyiOEi3RPYc+2uQT366X42dJSxo4CQLYwWd1LN6ru+Hbp6jOUedBHhbiq6kcrLUdKovH932dO1csIzJ+lwnVZabFEOathly6rNX/cXiX0AqSTPnVCQ+yYLAK1psELSLYah2BuHUPPtUxiRgiBGG01F4fjyQAcUj4A5toEDn3qHFgSRgbH4TmYyzMkMSpeIpGZOGaat8yxy0uNyCXPlizpjUAZEB+YLE0on/c0Lzcz36dliH0a93AmlcCijjwgwHYlUi2BBO21QI35LjTBcG0v4AQiGNduSSgEjDp9GRaCXO19CkhUlK/BgvZ/p4gphgmn2UgIMLTP02AYdHEZ8hxDJQoo11SM1LyAFCNKxGd/OCpVOGbKDVXtKkVTkfhsMnMJEgnH1sxPijuLULYQeW4gqDdZcVXtTs20mq34glFDS40ZJb02ulO/kekagU0cbliYsT2t5fFOiH1ODYtEKgoY8bBxgPtkT5gOtgnrhPEnewQ14THFGeGLn8Mh9hZnhNhm7NjWRaSsgp0ek86zxvYC3nvVCakjN3PHSBL1Agu4C/L7H0zqE0OedCbFhk8FVzAGWPQEF/8SpAja6ZJHje2FprbUXPr4cmZlNZVjUnmmPFfqiqYsKyvKe2VD2VKMilv5UvlW+V7l1a/VH9WfSeitiXTOU6V0VX/9BZrwgSI=</latexit>

r✓0J(✓0) = E⌧⇠p✓(⌧)

"
TY

t=1

⇡✓0(at|st)
⇡✓(at|st)

 
TX

t=1

r✓0 log ⇡✓0(at|st)
!  

TX

t0=t

r(st0 , at0)

!
� b

!#

This can become very small or very large, for larger T

What if we consider the expectation over timesteps instead of trajectories?

<latexit sha1_base64="t/nEt/ucoju43SFl+YSo5veRPRA=">AAAPznic7ZdLb9NAEMfNGwIkBY5cRlShqUSjOIICh0o8JQQSKoICUpxGa3uTrOoX3nVLcS2ufD5u3PkgzPrtuAlUPAQSliKvZ2f/M/PbzXqtexbjotf7cuz4iZOnTp85e65x/sLFZmvp0uXX3A18g24ZruX6b3XCqcUcuiWYsOhbz6fE1i36Rt95KPvf7FKfM9d5JfY9OrTJxGFjZhCBptGli1/b8NJiJgVVbbQ1mzkjTUypILCm2URMdT18HI3CTvIwDnl0A7I2iVY1zuzk2SBW+CiKQLPoWAzw5k5A81iq1inGHBRSq6D5bDIVQ4zsEN0iWeyn2KDvRfjgYdRJTOhKPM9334M29okB6nPQeGCPQrahRtvPk7Cd1CbW0PYKqprzM0KRGyKCAygyS01ZgquNnNKtWq55hhtQRqYJEkDMx8tDomm1hKic8sYRU64lXE53RntlQ0hxv1PxX6lMZWwoCWQTk9W9/k/VHd+OXH2msgZ6HcSvqr5eadVTJhrf/3zklF6WwNphFP6WmcYpKrLKV+ntRtuft1chL9B0OmFOaOCOySNotFW4DslW41AirH0Yu5ZJzUjTAHt73Vt5f9IBe0xMgbs2hT2fOTuWlJHOsXsh5opMCXvxT4SRqWOmcas5jkRlIQqZZ0+WdB9VptQHLktD8sWaFtXFLLZZVWKbxWs4Q4VazJEvCLBdqdROJEG9i6pxvv0uGK7tBYJCBPOWW+IKAWfORLqFIGd7m4GGFRVz0Ff/7xRximGS00qEAPL2Iga5049jKGLkJEoqfymMtPkDKGok4nd/WEcVzhnyn5oYoBoenMwCQgJxbtXioLy3INuS50JHyDapfxR6ti/2+4snYPFJFClkGFCmDAIffyf6I2Kef+aVBaRsihn9Lm8cPEs8Nh3KHEM0fgpxRrgK+Ht84woPZktewHneAKhn/xO4cyq/CXZjtLTc6/biC+oNNW0sK+m1OVr6rJmuEdjUEYZFOB+oPU8MQ+ILZlg0amgBpx4xdsiEDrDpEJvyYRh/jkbQRouJ5x8ff46A2FoeERKb831bR0+ZP5/tk8bD+gaBGN8ZhsyRBxXHSAKNAwuEC/LbFkzmU0Oe4kxGDJ9hrmBMCS4JgV/AEoI6W3K98brfVde76y9uLt97kOI4q1xVrikdRVVuK/eUJ8qmsqUYzWfNd80PzbC12dptRa2PievxY+mYK0rlan36BiGHhYk=</latexit>

r✓0J(✓0) ⇡ 1

N

NX

i=1

TX

t=1

⇡✓0(ai,t|si,t)
⇡✓(ai,t|si,t)

r✓0 log ⇡✓0(ai,t|si,t)
  

TX

t0=t

r(si,t0 , ai,t0)

!
� b

!

<latexit sha1_base64="a0V/h2VPBojL2x4e3TmccwCobQ8=">AAAP43ic7ZdLb9NAEMfNGwIkBY5cRlShqUSjOIICh0o8JcQBgaCAFKdhbW+SVf2Sd01bub5y4QBCXPlS3Pgo3Jj123WTgngIJCxFXs/Ozv7nN5v1WvcsxkWv9+XQ4SNHjx0/cfJU4/SZs83Wwrnzz7kb+AZdN1zL9V/qhFOLOXRdMGHRl55Pia1b9IW+eVf2v3hNfc5c55nY8ejQJhOHjZlBBJpG585+bcNTi5kUVLXR1mzmjDQxpYLAimYTMdX18H40CjvJwzjk0RXI2iRa1jizk2eDWOG9KALNomMxwJs7Ac1jabROMWa3CLUMms8mUzHEmR2iWySb+yE26LYI79yNOokJXYnn+e42aGOfGKA+Ao0H9ihka2q08SiZtpPaxArankE15mxFGOSKiGAXCmWpKRO43MgpXatpzRWuQRmZJkgAMR8vnxJNyyVEZclrPyi5Jrgsd0/spTUhg/udiv9SpZSxoRQgK0yW9+o/lXd8++HssygroNdB/Krs65lWPaXQ+P7nZ07pZQJW9qPwt1QaS1Soylfp9Ubbn7VXIS/QdDphTmjgjskjaLRVuAzJVuNQIqwdGLuWSc1I0wB7e91reX/SAVtMTIG7NoUtnzmblgwjnWP3IpgrskjYi38inJk6ZjpvVeNIVBaikDp7MqXbGGVKfeAyNSRfrGlRXcxig1VDbLB4DWeoMBZz5AsCbFdGaichQb2JUWO9/S4Yru0FgkIEs5Zb4goBZ85EuoUgq73BQMOMihr01f87RSwxTDQtRQggb89jkDt9P4ZijpxEKcpfCiNtfgeKGon43R/WUYUzhvynJgYYDQ9OZgEhgTgza7Fb3luQbclzriNkm9Q/Cj3bF/t9bM+vwfzDKILISGCYMgt8PIB+fPAsg40Nc6owawDsk8EB5Gcfg2VCKa6iyAeWAAfvLUJs2rcMkvlPIc+IV4HP5Z1lWNM4E/i8EVDX/xPAcy6/CXdjtLDY6/biC+oNNW0sKun1eLTwWTNdI7CpIwyLcD5Qe54YhsQXzLBo1NACTj1ibJIJHWDTITblwzD+Ro2gjRYTD0U+/hwBsbU8IiQ25zu2jp5SP9/bJ4379Q0CMb4xDJkjTy+OkUw0DiwQLsgPXjCZTw15tDMZMXyGWsGYElwUAj+LJQR1b8r1xvN+V13trj65unjrTorjpHJRuaR0FFW5rtxSHiiPlXXFaL5qvmm+a75v0dbb1ofWx8T18KF0zAWlcrU+fQNfroyD</latexit>

r✓0J(✓0) ⇡ 1

N

NX

i=1

TX

t=1

⇡✓0(si,t, ai,t)

⇡✓(si,t, ai,t)
r✓0 log ⇡✓0(ai,t|si,t)

  
TX

t0=t

r(si,t0 , ai,t0)

!
� b

!

Much less likely to explode/vanish …but, hard to measure

Common final form

<latexit sha1_base64="HoZwUIvsW2++sUHZAC4ipUrCIks=">AAAQP3ic7ZdLb9NAEMfNGwIkLRy5jKhCU4lGcQQFDpV4SogDAkFppTiN1vYmWdUveddA5fqbceErcOPKhQMIceXGrB+xXTdpkRC0Ui1FXs/O/nfmN5v1WvcsxkWn8/nEyVOnz5w9d/5C7eKly/XG3PyVN9wNfIOuGa7l+hs64dRiDl0TTFh0w/MpsXWLrutbj2T/+lvqc+Y6r8W2R/s2GTlsyAwi0DSYr6814ZXFTAqqWmtqNnMGmhhTQWBZs4kY63r4JBqEreRhGPLoJmRtEi1pnNnJs0Gs8HEUgWbRoejhzR2B5rFUrZWP2cmllkDz2Wgs+jizQ3SLZHM/wwZ9L8KHj6JWYkJX4nm++x60oU8MUJ+DxgN7ELJVNdp8nkzbSm1iGW2voaw5PSIUuSki2IE8stSUBbhUm1C6XYl1EuEqFJFpggQQ8/EmU6JpqYCoGPLqH4ZcCbgY7i7txVUhxf1WyX+xVMrYUBDICpPlvXKk8o5vf5x9prIMehXE38q+mmnZUwYa3//9zCm9LIDlvSgclkpjifKoJqv0Tq3pT9urkBdoOh0xJzRwx+QR1Joq3IBkq3EoEdY2DF3LpGakaYC9nfbtSX/SAe+YGAN3bQrvfOZsWVJGOsfuuZgrMiXsxT8RzkwdM523HONAlBaikHF2ZEoPUGVMfeAyNSSfr2lRXsxik5UlNlm8hjNUqMUc+YIA25VKzUQS1HuoGsfbbYPh2l4gKEQwbbklrhBw5oykWwiy2psMNMwor0FXPd4p4hDDJKbFCAFM2rMYTJwOjiGfY0KioHJIYaTNA6CokIjf/WEVVThlyDE10UM1PDiZOYQE4tSsxU5xb0G2Bc+ZjpBtUkcUerYvdrvYnl2D2YdRBJGRQJkiC3zch3588CyCjQ0zqjBtAOyRwT7kpx+DZUIprrzI+5YAB+8uQmzaswz/i3mWZSXOqdBnjTiC1PNVfyBO+1GRDGqDuYVOuxNfUG2oaWNBSa8Xg7lPmukagU0dYViE857a8UQ/JL5ghkWjmhZw6hFji4xoD5sOsSnvh/H3bwRNtJh44PLx5wiIrcURIbE537Z19JTB8t190rhXXy8Qw7v9kDnyZOQYyUTDwALhgvyYBpP51JDHRpMRw2cYKxhjghAFfnJLCOrulKuNN922utJeeXlr4f7DFMd55ZpyXWkpqnJHua88VV4oa4pR/1D/Uv9W/9742Pja+NH4mbiePJGOuaqUrsav377Tr1E=</latexit>

⇡✓0(si,t)

⇡✓(si,t)

often approximated as 1
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Off-policy policy gradient

<latexit sha1_base64="t/nEt/ucoju43SFl+YSo5veRPRA=">AAAPznic7ZdLb9NAEMfNGwIkBY5cRlShqUSjOIICh0o8JQQSKoICUpxGa3uTrOoX3nVLcS2ufD5u3PkgzPrtuAlUPAQSliKvZ2f/M/PbzXqtexbjotf7cuz4iZOnTp85e65x/sLFZmvp0uXX3A18g24ZruX6b3XCqcUcuiWYsOhbz6fE1i36Rt95KPvf7FKfM9d5JfY9OrTJxGFjZhCBptGli1/b8NJiJgVVbbQ1mzkjTUypILCm2URMdT18HI3CTvIwDnl0A7I2iVY1zuzk2SBW+CiKQLPoWAzw5k5A81iq1inGHBRSq6D5bDIVQ4zsEN0iWeyn2KDvRfjgYdRJTOhKPM9334M29okB6nPQeGCPQrahRtvPk7Cd1CbW0PYKqprzM0KRGyKCAygyS01ZgquNnNKtWq55hhtQRqYJEkDMx8tDomm1hKic8sYRU64lXE53RntlQ0hxv1PxX6lMZWwoCWQTk9W9/k/VHd+OXH2msgZ6HcSvqr5eadVTJhrf/3zklF6WwNphFP6WmcYpKrLKV+ntRtuft1chL9B0OmFOaOCOySNotFW4DslW41AirH0Yu5ZJzUjTAHt73Vt5f9IBe0xMgbs2hT2fOTuWlJHOsXsh5opMCXvxT4SRqWOmcas5jkRlIQqZZ0+WdB9VptQHLktD8sWaFtXFLLZZVWKbxWs4Q4VazJEvCLBdqdROJEG9i6pxvv0uGK7tBYJCBPOWW+IKAWfORLqFIGd7m4GGFRVz0Ff/7xRximGS00qEAPL2Iga5049jKGLkJEoqfymMtPkDKGok4nd/WEcVzhnyn5oYoBoenMwCQgJxbtXioLy3INuS50JHyDapfxR6ti/2+4snYPFJFClkGFCmDAIffyf6I2Kef+aVBaRsihn9Lm8cPEs8Nh3KHEM0fgpxRrgK+Ht84woPZktewHneAKhn/xO4cyq/CXZjtLTc6/biC+oNNW0sK+m1OVr6rJmuEdjUEYZFOB+oPU8MQ+ILZlg0amgBpx4xdsiEDrDpEJvyYRh/jkbQRouJ5x8ff46A2FoeERKb831bR0+ZP5/tk8bD+gaBGN8ZhsyRBxXHSAKNAwuEC/LbFkzmU0Oe4kxGDJ9hrmBMCS4JgV/AEoI6W3K98brfVde76y9uLt97kOI4q1xVrikdRVVuK/eUJ8qmsqUYzWfNd80PzbC12dptRa2PievxY+mYK0rlan36BiGHhYk=</latexit>

r✓0J(✓0) ⇡ 1

N

NX

i=1

TX

t=1

⇡✓0(ai,t|si,t)
⇡✓(ai,t|si,t)

r✓0 log ⇡✓0(ai,t|si,t)
  

TX

t0=t

r(si,t0 , ai,t0)

!
� b

!Common final form

Full algorithm:

<latexit sha1_base64="s92a+xG4MygjhAuDpntsECv24Z8=">AAAJLHic1VbLbtNAFHXLIyG8WliyuaIKTaQmiivawiJSaUFCLKoi+pIySTSeTJJR7bHlGdNWrj+IDb+ChFhQIbZ8BzN+JHHTLirxHMny+N4755575mXLs5mQjcbZzOy16zduFoq3Srfv3L13f27+wZ5wA5/QXeLarn9gYUFtxumuZNKmB55PsWPZdN863NT+/ffUF8zlO/LEo20HDzjrM4KlMnXnCxtleGezHgXTLJWRw3gXySGVGGrIwXJoWeGrqBtWko9+KKIlyPo4qiLBnOSbYDt8GUWAbNqXLfVyB4A8lqJVxmNOx1BVQD4bDGVbZebYsnGW+43q0GMZbmxGlcSkQrHn+e4xoL6PCZhbgETgdEPWNKPOVpK2ktpkTdl2II95OSMFsiQjOIUxs9SUEayWRiqtTHEdMWzCpGRI4gBifbxRSmWqTkg0Sbl5RcpThCfpnsNebEoN7ldy8Yu5qYwNEwDZxGR1r/5XdcevK1efodTAmhbiV1U/XWk+UhON338+c6peRqB2kQr/ykyrKRqzGq3StVLZv+ysUnoBsuiA8ZCoE1NEUCqb8ASSo4ZTLO0T6Lt2j/YihEB5G/WVkT9xwBGTQxCuQ+HIZ/zQ1jA6OA4fg7kyQ1JetYlUZsp7ad48x67MLUSpeTZ0SS8UypD6IHRpSvnxmpb5xSw7LA/RYfEazqRSWIzrCwIcVyOVE0gwn/+mPX3V4/dv7elkspbrQFzHCySFCC7TIwmFQDA+0GEhaAE6DFBU6s4tNOqNuMF0x0w7C0batrtzn1HPJYFDuSQ2FqJlNjzZDrEvGbFpVEKBoB4mh3hAW6rLsUNFO4wv+wjKytJTq8tXD5cQWydHhNgR4sSxVKSWQpz3aeNFvlYg+8/aIeNaCU6SRP3ABumC/nOAHvMp0XukxzDxmeIKZIjVZSzV/4UWwTxf8nRnb7lurtZX3z5dWN9I5Sgaj4zHRsUwjTVj3XhtbBu7Bil8KHwqfC2cFT8WvxS/Fb8nobMz6ZiHRq4Vf/wEpGsjkw==</latexit>

2. compute r✓J(✓) using {⌧ i} Can take multiple gradient steps 
on the same batch

What if our policy changes a lot before sampling new data?

Data no longer reflects states that policy will visit. Gradient estimate less accurate.
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Off-policy policy gradient

<latexit sha1_base64="t/nEt/ucoju43SFl+YSo5veRPRA=">AAAPznic7ZdLb9NAEMfNGwIkBY5cRlShqUSjOIICh0o8JQQSKoICUpxGa3uTrOoX3nVLcS2ufD5u3PkgzPrtuAlUPAQSliKvZ2f/M/PbzXqtexbjotf7cuz4iZOnTp85e65x/sLFZmvp0uXX3A18g24ZruX6b3XCqcUcuiWYsOhbz6fE1i36Rt95KPvf7FKfM9d5JfY9OrTJxGFjZhCBptGli1/b8NJiJgVVbbQ1mzkjTUypILCm2URMdT18HI3CTvIwDnl0A7I2iVY1zuzk2SBW+CiKQLPoWAzw5k5A81iq1inGHBRSq6D5bDIVQ4zsEN0iWeyn2KDvRfjgYdRJTOhKPM9334M29okB6nPQeGCPQrahRtvPk7Cd1CbW0PYKqprzM0KRGyKCAygyS01ZgquNnNKtWq55hhtQRqYJEkDMx8tDomm1hKic8sYRU64lXE53RntlQ0hxv1PxX6lMZWwoCWQTk9W9/k/VHd+OXH2msgZ6HcSvqr5eadVTJhrf/3zklF6WwNphFP6WmcYpKrLKV+ntRtuft1chL9B0OmFOaOCOySNotFW4DslW41AirH0Yu5ZJzUjTAHt73Vt5f9IBe0xMgbs2hT2fOTuWlJHOsXsh5opMCXvxT4SRqWOmcas5jkRlIQqZZ0+WdB9VptQHLktD8sWaFtXFLLZZVWKbxWs4Q4VazJEvCLBdqdROJEG9i6pxvv0uGK7tBYJCBPOWW+IKAWfORLqFIGd7m4GGFRVz0Ff/7xRximGS00qEAPL2Iga5049jKGLkJEoqfymMtPkDKGok4nd/WEcVzhnyn5oYoBoenMwCQgJxbtXioLy3INuS50JHyDapfxR6ti/2+4snYPFJFClkGFCmDAIffyf6I2Kef+aVBaRsihn9Lm8cPEs8Nh3KHEM0fgpxRrgK+Ht84woPZktewHneAKhn/xO4cyq/CXZjtLTc6/biC+oNNW0sK+m1OVr6rJmuEdjUEYZFOB+oPU8MQ+ILZlg0amgBpx4xdsiEDrDpEJvyYRh/jkbQRouJ5x8ff46A2FoeERKb831bR0+ZP5/tk8bD+gaBGN8ZhsyRBxXHSAKNAwuEC/LbFkzmU0Oe4kxGDJ9hrmBMCS4JgV/AEoI6W3K98brfVde76y9uLt97kOI4q1xVrikdRVVuK/eUJ8qmsqUYzWfNd80PzbC12dptRa2PievxY+mYK0rlan36BiGHhYk=</latexit>

r✓0J(✓0) ⇡ 1

N

NX

i=1

TX

t=1

⇡✓0(ai,t|si,t)
⇡✓(ai,t|si,t)

r✓0 log ⇡✓0(ai,t|si,t)
  

TX

t0=t

r(si,t0 , ai,t0)

!
� b

!Common final form

What if our policy changes a lot before sampling new data?

Data no longer reflects states that policy will visit. Gradient estimate less accurate.

Can we constrain the policy to not stray too far during gradient updates?

One common choice:
<latexit sha1_base64="XPurPdU7daaP2b3aBOYlMX6LGG4=">AAAQ3Xic7Vdbj9tEFHbLpcVAk8IjL0eswmalbhRH7bY8rFTaIiFAVRHdtiLOWuPxJBmtb/WMaVdeS7zwAEK88r9443fwBzjju9dJdish6Eq1FPn4zJlvvvOdyfHYDl0u5Hj816XLb739zrtXrr6nv//Bh9d6/esfPRFBHFF2QAM3iJ7ZRDCX++xAcumyZ2HEiGe77Kl9dF+NP/2RRYIH/mN5HLKZRxY+n3NKJLqs69f+HsD3LncYGIY+MD3uW6ZcMklg1/SIXNp28mVqJcP8YZ6I9AaUNkl3TMG9/JkSN3mQpmC6bC6neAsWYIa8QBvWc05qqB0wI75Yyhmu7BPbJeXaX6PBXsrk3v10mLswlIRhFLwEcx4RCsZDMEXsWQnfN9LDh/myw8Ind9H3GNqY6xkhyA2ZwgnUzApXSXBHr1S61eFaMdyHpmSmJDFk+oTVkujaaUjUpLz/ipQ7hJt0T2Fv70sFHg1b8dutUmaOBkBZmDLvvQuVd3Z75exLlF2wu0L8W9l3M21HKqLZ/b9fuVCvJLC7SoXXpdJYoppVtUtv64NoXa9CvcC02YL7CcWOKVLQBwZ8Bnmr8RmR7jHMA9dhTmqagKPj0a1qPB+AF1wuQQQegxcR949cBaOCs/AaLJAlEo7inwhXZr5TrNvmaMnWRpSK51il9AWiLFkEQqWGytd7WrY3szzkbYhDnu3hUirE4r56QYAXKKRBDgnG54ia8Z2MgAZeGEsGKazbbnkoxIL7CxWWgKr2IQcTM6prMDHedIqMYpJz2k5RgMrepEEVdH4Z6jUqJRoor6kYhXkOKTpKZO/+pCtVsmbKG9XkFNHw4OTUIuQirs1anjR7C2rbiNwYCGWTuqCil31xMkF7cw02H0ZRiFIJhGlqgY9nqJ8dPJvCZo4NVVg3AVZkcIby64/BKqFCrrrIZ5YAJ58uQuZaWYb/S/Myyw7PtaJvmnEBVW/s+nMJdZYsmQgV6k291a2q2PzLsXpzVy3+gZV88y2CtilQJ5D4ceq0vh1PoM1jRVCR80yhPwfTYa4kum71t8ajcXZB1zAKY0srrkdW/0/TCWjsMV9SlwgxNcahnCUkkpy6LNXNWLCQ0COyYFM0feIxMUuyr/MUBuhx8DgY4c+XkHmbMxLiCXHs2RipiIvTY8q5amway/mdWcJ9dW7zab7QPHZBBqA+9cHhEaPqUOtwQiOOXIEuCVZYskgoEYzTKXeNJ5ORsTfa++7m1t17hRxXtU+0T7WhZmi3tbvaV9oj7UCjvR96P/V+6f3at/o/93/r/56HXr5UzPlYa139P/4BDt7m6Q==</latexit>

Es⇠⇡✓ [DKL(⇡✓0(· | s)k⇡✓(· | s))]  �
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Review

Online RL via policy gradients 
- On-policy algorithm, differentiating the RL objective 
- Baselines, causality for reducing gradient variance 
- collect batch of data, improve policy by applying gradient 
Derived off-policy policy gradient  
- importance sampling 
- KL constraint on policy 
- collect batch of data, apply multiple gradient updates 
Intuition 
- Do more high reward stuff, less low reward stuff 
- Gradient still very noisy, best with large batch sizes and dense rewards



The plan for today

Policy gradients: our first online RL algorithm 
1. On-policy policy gradient 

a. Derivation and intuition of policy gradients 
b. Full algorithm 
c. How to make it better - causality and baselines 

2. Off-policy policy gradients 
a. Importance sampling 
b. KL constraints

Key learning goals: 
- Key intuition behind policy gradients 
- How to implement, when to use policy gradients

27

the basis for:

+ part of 
default project

Source: Unitree
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Next time

Actor critic methods

—> basis for popular algorithms like PPO

—> build closely on policy gradients!

Course reminders

- Start forming final project groups (survey due next Wednesday) 
- Homework 1 out, due next Friday


