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Reminders

Since Wednesday:

Next Monday:

4/19:

Homework 1 is out

Project survey due

Homework 1 due, Homework 2 out

Reminder:

• Provide your AWS account ID if you haven’t yet! (see Ed)



The Plan

Policy gradients recap

Variance reduction continued

Actor-critic

Policy gradients tricks

Key learning goals:

• Practical policy gradient implementation tricks & case studies

• Understanding a generic actor-critic method

Case studies: robotics & RLHF
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Policy gradients recap

Variance reduction continued

Case studies: robotics & RLHF

Policy gradients tricks

Actor-critic



Evaluating the objective

Slide adapted from Sergey Levine



Policy gradients

good stuff is made more likely

bad stuff is made less likely

simply formalizes the notion of “trial and error”!



The anatomy of a reinforcement learning algorithm



Variance of the gradient estimator



Small way to reduce variance
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Small way to reduce variance

Reward “to go”
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Improving the policy gradient
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State & state-action value functions

Slide adapted from Sergey Levine



Value-Based RL
Reward = 1 if I can play it 
in a month, 0 otherwise

a3

a1

a2

st

Current 𝜋 𝐚1 𝐬 = 1

Value function: 𝑉𝜋 𝐬𝑡 = ?

Q function: 𝑄𝜋 𝐬𝑡 , 𝐚𝑡 = ?

Advantage function: 𝐴𝜋 𝐬𝑡, 𝐚𝑡 = ?
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Value function fitting

Slide adapted from Sergey Levine



Multi-Step Prediction

- How do you update your predictions about winning 
the game?

- What happens if you don’t finish the game?
- Do you always wait till the end?



How can we use all of this to fit a better estimator?

Slide adapted from Sergey Levine

Goal:



Aside: discount factors

episodic tasks continuous/cyclical tasks



N-step returns
+ lower variance

- higher bias if value is wrong (it always is)

+ no bias

- higher variance (because single-sample estimate)

Can we combine these two, to control bias/variance tradeoff?

Slide adapted from Sergey Levine



Policy evaluation example
AlphaGo, Silver et al. 2016
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Why is there so many RL algorithms?

Different tradeoffs:

• Continuous vs discrete actions

• Is it easier to learn the environment or 
the policy?

• Sample complexity

Off or on policy algorithms:

• Off policy: able to improve the policy 
without generating new samples from 
that policy

• On policy: each time the policy is changed, 
even a little bit, we need to generate new 
samples



Can policy gradients reuse old data?



Importance sampling

Importance sampling



Importance sampling in policy gradient

a convenient identity



Problem with importance sampling in (policy gradient)

Importance samplingLet’s try it in code!



Solution?

Stay close to the previous policy!

Policy not parameters



Trust region policy optimization (TRPO)

Apply all the tricks:

• Use advantage function to reduce the variance

• Use importance sampling to take multiple gradient steps

• Constrain the optimization objective in the policy space



Proximal policy optimization (PPO)

Apply all the tricks:

• Use advantage function to reduce the variance

• Use importance sampling to take multiple gradient steps

• Constrain the optimization objective in the policy space



Examples

TRPO applied to continuous control

PPO applied to Dota
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Slide adapted from Sergey Levine

Can we make it more off-policy friendly?
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Case study: PPO applied to robotics



Case study: PPO applied to LLMs (speculations)

RL from human feedback (RLHF)



• Imagine a reward function: 𝑅 𝑠; 𝑝 ∈ ℝ for any output 𝑠 to prompt 𝑝

• The reward is higher when humans prefer the output 

SAN FRANCISCO,

California (CNN) --

A magnitude 4.2 

earthquake shook the 

San Francisco

...

overturn unstable 

objects.

An earthquake hit 

San Francisco.

There was minor 

property damage, 

but no injuries.

𝑠1

𝑅 𝑠1; 𝑝 = 0.8

The Bay Area has 

good weather but is 

prone to 

earthquakes and 

wildfires.

𝑠2

𝑅 𝑠2; 𝑝 = 1.2

[Slide credit: Jesse Mu]

Reward model



• Challenge: how do we ensure that 𝑅 𝑠; 𝑝 prefer natural language generations? 

• Since 𝑅 𝑠; 𝑝 is trained on natural language inputs, it might fail to assign low scores to 
unnatural 𝑠. 

• Solution: add regularization term to 𝑅 𝑠; 𝑝 that penalizes outputs that deviate from 
natural language. 

• This is a penalty which prevents us from diverging too far from the pretrained model.

𝑅 𝑠; 𝑝 ≔ 𝑅 𝑠; 𝑝 − 𝛽log
𝑝𝑅𝐿 𝑠

𝑝𝑃𝑇 𝑠
pay a price when

𝑝𝑅𝐿 𝑠  > 𝑝𝑃𝑇(𝑠)

Regularizing pre-trained model



RLHF + PPO (speculations)



RLHF + PPO (speculations)

30k tasks!



Case study: PPO applied to LLMs (speculations)

• What would you try next?

• Is HF more important than RL?

• What do you think the 
challenges are?



Recap
Key learning goals:

• Practical policy gradient implementation tricks & case studies

• Understanding a generic actor-critic method

PG implementation:

• Variance reduction 

• Importance sampling and trust region

• RLHF and robotics applications

AC method:

• Uses the advantage fn



Next

Do we even need a policy?

Can we be even more off-policy?

Q learning and its applications
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